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Abstract
Controlling and animating the facial expression of a computer-generated 3D character is a difficult problem
because the face has many degrees of freedom while most available input devices have few. In this paper, we show
that a rich set of lifelike facial actions can be created from a preprocessed motion capture database and that a
user can control these actions by acting out the desired motions in front of a video camera. We develop a real-time
facial tracking system to extract a small set of animation control parameters from video. Because of the nature
of video data, these parameters may be noisy, low-resolution, and contain errors. The system uses the knowledge
embedded in motion capture data to translate these low-quality 2D animation control signals into high-quality 3D
facial expressions. To adapt the synthesized motion to a new character model, we introduce an efficient expression
retargeting technique whose run-time computation is constant independent of the complexity of the character
model. We demonstrate the power of this approach through two users who control and animate a wide range of
3D facial expressions of different avatars.

Categories and Subject Descriptors (according to ACM CCS): I.3.7 [Computer Graphics]: Animation; I.3.6 [Com-
puter Graphics]: Interaction techniques; I.4.8 [Image Processing and Computer Vision]: Tracking

1. Introduction

Providing intuitive control over three-dimensional facial ex-
pressions is an important problem in the context of computer
graphics, virtual reality, and human computer interaction.
Such a system would be useful in a variety of applications
such as video games, electronically mediated communica-
tion, user interface agents and teleconferencing. Two diffi-
culties, however, arise in animating a computer-generated
face model: designing a rich set of believable actions for the
virtual character and giving the user intuitive control over
these actions.

One approach to animating motion is to simulate the dy-
namics of muscle and skin. Building and simulating such a
model has proven to be an extremely difficult task because
of the subtlety of facial skin motions40, 34. An alternative so-
lution is to use motion capture data20, 30. Recent technologi-
cal advances in motion capture equipment make it possible
to record three-dimensional facial expressions with high fi-
delity, resolution, and consistency. Although motion capture
data are a reliable way to capture the detail and nuance of

† http://graphics.cs.cmu.edu/projects/face-animation

Figure 1: Interactive Expression Control : a user can control
3D facial expressions of an avatar interactively. (Left) The
users act out the motion in front of a single-view camera.
(Middle) The controlled facial movement of the avatars with
gray masks. (Right) The controlled facial movement of the
avatars with texture mapped models.
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live motion, reuse and modification for a different purpose
remains a challenging task.

Providing the user with an intuitive interface to control a
broad range of facial expressions is difficult because char-
acter expressions are high dimensional but most available
input devices are not. Intuitive control of individual degrees
of freedom is currently not possible for interactive environ-
ments unless the user can use his or her own face to act out
the motion using online motion capture. However, accurate
motion capture requires costly hardware and extensive in-
strumenting of the subject and is therefore not widely avail-
able or practical. A vision-based interface would offer an
inexpensive and nonintrusive alternative to controlling the
avatar interactively, though accurate, high-resolution, and
real-time facial tracking systems have not yet been devel-
oped.

In this paper, we propose to combine the strengths of a
vision-based interface with those of motion capture data for
interactive control of 3D facial animations. We show that a
rich set of lifelike facial actions can be created from a motion
capture database and that the user can control these actions
interactively by acting out the desired motions in front of
a video camera (figure 1). The control parameters derived
from a vision-based interface are often noisy and frequently
contain errors24. The key insight in our approach is to use
the knowledge embedded in motion capture data to translate
these low-quality control signals into high-quality facial ex-
pressions.

In the process, we face several challenges. First, we must
map low-quality visual signals to high-quality motion data.
This problem is particularly difficult because the mapping
between the two spaces is not one-to-one, so a direct frame-
by-frame mapping will not work. Second, in order to control
facial actions interactively via a vision-based interface, we
need to extract meaningful animation control signals from
the video sequence of a live performer in real time. Third,
we want to animate any 3D character model by reusing and
interpolating motion capture data, but motion capture data
record only the motion of a finite number of facial mark-
ers on a source model. Thus we need to adapt the motion
capture data of a source model to all the vertices of the char-
acter model to be animated. Finally, if the system is to allow
any user to control any 3D face model, we must correct dif-
ferences between users because each person has somewhat
different facial proportions and geometry.

1.1. Related Work

Facial animation has been driven by keyframe
interpolation31, 36, 27, direct parameterization32, 33, 11,
the user’s performance13, 43, 41, 14, pseudomuscle-based
models42, 9, 23, muscle-based simulation40, 26, 2D facial
data for speech6, 5, 15 and full 3D motion capture data20, 30.
Among these approaches, our work is most closely related

to the performance-driven approach and motion capture,
and we therefore review the research related to these two
approaches in greater detail. Parke and Waters offer an
excellent survey of the entire field34.

A number of researchers have described techniques for
recovering facial motions directly from video. Williams
tracked expressions of a live performer with special makeup
and then mapped 2D tracking data onto the surface of a
scanned 3D face model43. Facial trackers without special
markers can be based on deformable patches4, edge or fea-
ture detectors41, 25, 3D face models14, 37, 12 or data-driven
models19. For example, Terzpoloulos and Waters tracked the
contour features on eyebrows and lips for automatic estima-
tion of the face muscle contraction parameters from a video
sequence, and these muscle parameters were then used to
animate the physically based muscle structure of a synthetic
character41. Essa and his colleagues tracked facial expres-
sions using optical flow in an estimation and control frame-
work coupled with a physical model describing the skin and
muscle structure of the face14. More recently, Gokturk and
his colleagues applied PCA on stereo tracking data to learn
a deformable model and then incorporated the learned de-
formation model into an optical flow estimation framework
to simultaneously track the head and a small set of facial
features19.

The direct use of tracking motion for animation requires
that the face model of a live performer have similar pro-
portions and geometry as those of the animated model. Re-
cently, however, the vision-based tracking approach has been
combined with blendshape interpolation techniques32, 27 to
create facial animations for a new target model7, 10, 16. The
target model could be a 2D drawing or any 3D model. Gen-
erally, this approach requires that an artist generate a set of
key expressions for the target model. These key expressions
are correlated to the different values of facial features in the
labelled images. Vision-based tracking can then extract the
values of the facial expressions in the video image, and the
examples can be interpolated appropriately.

Buck and his colleagues introduced a 2D hand-drawn an-
imation system in which a small set of 2D facial parame-
ters are tracked in the video images of a live performer and
then used to blend a set of hand-drawn faces for various
expressions7. The FaceStation system automatically located
and tracked 2D facial expressions in real time and then ani-
mated a 3D virtual character by morphing among 16 prede-
fined 3D morphs16. Chuang and Bregler explored a similar
approach for animating a 3D face model by interpolating a
set of 3D key facial shapes created by an artist10. The pri-
mary strength of such animation systems is the flexibility to
animate a target face model that is different from the source
model in the video. These systems, however, rely on the la-
bor of skilled animators to produce the key poses for each
animated model. The resolution and accuracy of the final an-
imation remains highly sensitive to that of the visual control
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signal due to the direct frame-by-frame mappings adopted in
these systems. Any jitter in the tracking system results in an
unsatisfactory animation. A simple filtering technique like
a Kalman filter might be used to reduce the noise and the
jumping artifacts, but it would also remove the details and
high frequencies in the visual signals.

Like vision-based animation, motion capture also uses
measured human motion data to animate facial expressions.
Motion capture data, though, have more subtle details than
vision tracking data because an accurate hardware setup is
used in a controlled capture environment. Guenter and his
colleagues created an impressive system for capturing hu-
man facial expressions using special facial markers and mul-
tiple calibrated cameras and replaying them as a highly real-
istic 3D “talking head”20. Recently, Noh and Neumann pre-
sented an expression cloning technique to adapt existing mo-
tion capture data of a 3D source facial model onto a new 3D
target model30. A recent notable example of motion capture
data is the movie The Lord of the Rings: the Two Towers
where prerecorded movement and facial expressions were
used to animate the synthetic character “Gollum.”

Both the vision-based approach and motion capture have
advantages and disadvantages. The vision-based approach
gives us an intuitive and inexpensive way to control a wide
range of actions, but current results are disappointing for
animation applications18. In contrast, motion capture data
generate high quality animation but are expensive to col-
lect, and once they have been collected, may not be exactly
what the animator needs, particularly for interactive appli-
cations in which the required motions cannot be precisely
or completely predicted in advance. Our goal is to obtain
the advantage of each method while avoiding the disadvan-
tages. In particular, we use a vision-based interface to extract
a small set of animation control parameters from a single-
camera video and then use the embedded knowledge in the
motion capture data to translate it into high quality facial ex-
pressions. The result is an animation that does what an ani-
mator wants it to do, but has the same high quality as motion
capture data.

An alternative approach to performance-based animation
is to use high degree-of-freedom (DOF) input devices to
control and animate facial expressions directly. For exam-
ple, DeGraf demonstrated a real-time facial animation sys-
tem that used a special purpose interactive device called a
“waldo” to achieve real-time control13. Faceworks is another
high DOF device that gives an animator direct control of
a character’s facial expressions using motorized sliders17.
These systems are appropriate for creating animation inter-
actively by trained puppeteers but not for occasional users
of video games or teleconferencing systems because an un-
trained user cannot learn to simultaneously manipulate a
large number of DOFs independently in a reasonable period
of time.

Computer vision researchers have explored another
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Figure 2: System overview diagram. At run time, the video
images from a single-view camera are fed into the Video
Analysis component, which simultaneously extracts two
types of animation control parameters: expression control
parameters and 3D pose control parameters. The Expres-
sion Control and Animation component uses the expression
control parameters as well as a preprocessed motion cap-
ture database to synthesize the facial expression, which de-
scribes only the movement of the motion capture markers on
the surface of the motion capture subject. The Expression
Retargeting component uses the synthesized expression, to-
gether with the scanned surface model of the motion capture
subject and input avatar surface model, to produce the facial
expression for an avatar. The avatar expression is then com-
bined with the avatar pose, which is directly derived from
pose control parameters, to generate the final animation.

way to combine motion capture data and vision-based
tracking21, 35, 39. They use motion capture data to build a prior
model describing the movement of the human body and then
incorporate this model into a probabilistic Bayesian frame-
work to constrain the search. The main difference between
our work and this approach is that our goal is to animate and
control the movement of any character model rather than
reconstruct and recognize the motion of a specific subject.
What matters in our work is how the motion looks, how well
the character responds to the user’s input, and the latency. To
this end, we not only want to remove the jitter and wobbles
from the vision-based interface but also to retain as much
as possible the small details and high frequencies in mo-
tion capture data. In contrast, tracking applications require
that the prior model from motion capture data is able to pre-
dict the real world behaviors well so that it can provide a
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powerful cue for the reconstructed motion in the presence
of occlusion and measurement noise. The details and high
frequencies of the reconstructed motion are not the primary
concern of these vision systems.

1.2. Overview

Our system transforms low-quality tracking motion into
high-quality animation by using the knowledge of human fa-
cial motion that is embedded in motion capture data. The in-
put to our system consists of a single video stream recording
the user’s facial movement, a preprocessed motion capture
database, a 3D source surface scanned from the motion cap-
ture subject, and a 3D avatar surface model to be animated.

By acting out a desired expression in front of a camera,
any user has interactive control over the facial expressions of
any 3D character model. Our system is organized into four
major components (figure 2):

• Video analysis. Simultaneously track the 3D position and
orientation of the head and a small group of important
facial features in video and then automatically translate
them into two sets of high-level animation control param-
eters: expression control parameters and head pose pa-
rameters.

• Motion capture data preprocessing. Automatically sep-
arate head motion from facial deformations in the motion
capture data and extract the expression control parameters
from the decoupled motion capture data.

• Expression control and animation. Efficiently trans-
form the noisy and low-resolution expression control sig-
nals to high-quality motion in the context of the motion
capture database. Degrees of freedom that were noisy and
corrupted are filtered and then mapped to the motion cap-
ture data; missing degrees of freedom and details are syn-
thesized using the information contained in the motion
capture data.

• Expression retargeting. Adapt the synthesized motion to
animate all the vertices of a different character model at
run time.

The motion capture data preprocessing is done off-line;
the other stages are completed online based on input from
the user. We describe each of these components in more de-
tail in the next four sections of this paper.

2. Video Analysis

An ideal vision-based animation system would accurately
track both 3D head motion and deformations of the face in
video images of a performer. If the system is to allow any
user to control the actions of a character model, the system
must be user-independent. In the computer vision literature,
extensive research has been done in the area of vision-based
facial tracking. Many algorithms exist but the performance

of facial tracking systems, particularly user-independent ex-
pression tracking, is not very good for animation applica-
tions because of the direct use of vision-based tracking data
for animation. Consequently, we do not attempt to track all
the details of the facial expression. Instead, we choose to ro-
bustly track a small set of distinctive facial features in real
time and then translate these low-quality tracking data into
high-quality animation using the information contained in
the motion capture database.

Section 2.1 describes how the system simultaneously
tracks the pose and expression deformation from video. The
pose tracker recovers the position and orientation of the
head, whereas the expression tracker tracks the position of
19 distinctive facial features. Section 2.2 explains how to
extract a set of high-level animation control parameters from
the tracking data.

2.1. Facial tracking

Our system tracks the 6 DOFs of head motion (yaw, pitch,
roll and 3D position). We use a generic cylinder model to
approximate the head geometry of the user and then apply a
model-based tracking technique to recover the head pose of
the user in the monocular video stream45, 8. The expression
tracking step involves tracking 19 2D features on the face:
one for each mid-point of the upper and lower lip, one for
each mouth corner, two for each eyebrow, four for each eye,
and three for the nose, as shown in figure 3. We choose these
facial features because they have high contrast textures in the
local feature window and because they record the movement
of important facial areas.

Initialization: The facial tracking algorithm is based on a
hand-initialized first frame. Pose tracking needs the initial-
ization of the pose and the parameters of the cylinder model,
including the radius, height and center position whereas ex-
pression tracking requires the initial position of 2D features.
By default, the system starts with the neutral expression in
the frontal-parallel pose. A user clicks on the 2D positions
of 19 points in the first frame. After the features are identi-
fied in the first frame, the system automatically computes the
cylindrical model parameters. After the initialization step,
the system builds a texture-mapped reference head model for
use in tracking by projecting the first image onto the surface
of the initialized cylinder model.

Pose tracking: During tracking, the system dynamically
updates the position and orientation of the reference head
model. The texture of the model is updated by projecting the
current image onto the surface of the cylinder. When the next
frame is captured, the new head pose is automatically com-
puted by minimizing the sum of the squared intensity differ-
ences between the projected reference head model and the
new frame. The dynamically updated reference head model
can deal with gradual lighting changes and self-occlusion,

c© The Eurographics Association 2003.



Chai et al. / Vision-based Control of 3D Facial Animation

Figure 3: User-independent facial tracking: the red arrow denotes the position and orientation of the head and the green dots
show the positions of the tracked points.

which allows us to recover the head motion even when most
of the face is not visible.

Because the reference head model is dynamically up-
dated, the tracking errors will accumulate over time. We use
a re-registration technique to prevent this problem. At run
time, the system automatically stores several texture-mapped
head models in key poses, and chooses to register the new
video image with the closest example rather than with the
reference head model when the difference between the cur-
rent pose and its closest pose among the examples falls be-
low a user-defined threshold.

Some pixels in the processed images may disappear or be-
come distorted or corrupted because of occlusion, non-rigid
motion, and sensor noise. Those pixels should contribute less
to motion estimation than other pixels. The system uses a
robust technique, compensated iteratively re-weighted least
squares (IRLS), to reduce the contribution of these noisy and
corrupted pixels3.

Expression tracking: After the head poses have been re-
covered, the system uses the poses and head model to warp
the images into the fronto-parallel view. The positions of fa-
cial features are then estimated in the warped current image,
given their locations in the warped reference image. Warp-
ing removes the effects of global poses in the 2D tracking
features by associating the movements of features only with
expression deformation. It also improves the accuracy and
robustness of our feature tracking because the movement of
features becomes smaller after warping.

To track the 2D position of a facial feature, we define a
small square window centered at the feature’s position. We
make the simplifying assumption that the movement of pix-
els in the feature window can be approximated as the affine
motion of a plane centered at the 3D coordinate of the fea-
ture. Affine deformations have 6 degrees of freedom and can
be inferred using optical flow in the feature window. We em-
ploy a gradient-based motion estimation method to find the
affine motion parameters thereby minimizing the sum of the
squared intensity difference in the feature window between
the current frame and the reference frame2, 38, 1.

Even in warped images, tracking single features such as
the eyelids based on intensity only is unreliable. To improve
tracking robustness, we incorporate several prior geometric

constraints into the feature tracking system. For example, we
assign a small threshold to limit the horizontal displacement
of features located on the eyelids because the eyelids deform
almost vertically. The system uses a re-registration technique
similar to the one used in pose tracking to handle the error
accumulation of the expression tracking. In particular, the
system stores the warped facial images and feature locations
in example expressions at run time and re-registers the facial
features of the new images with those in the closest example
rather than with those in the reference image when the dif-
ference between current expression and its closest template
falls below a small threshold.

Our facial tracking system runs in real time at 20 fps. The
system is user-independent and can track the facial move-
ment of different human subjects. Figure 3 shows the results
of our pose tracking and expression tracking for two per-
formers.

2.2. Control Parameters

To build a common interface between the motion capture
data and the vision-based interface, we derive a small set of
parameters from the tracked facial features as a robust and
discriminative control signal for facial animation. We want
the control parameters extracted from feature tracking to cor-
respond in a meaningful and intuitive way with the expres-
sion movement qualities they control. In total, the system au-
tomatically extracts 15 control parameters that describe the
facial expression of the observed actor:

• Mouth (6): The system extracts six scalar quantities de-
scribing the movement of the mouth based on the po-
sitions of four tracking features around the mouth: left
corner, right corner, upper lip and lower lip. More pre-
cisely, these six control parameters include the parame-
ters measuring the distance between the lower and upper
lips (1), the distance between the left and right corners of
the mouth (1), the center of the mouth (2), the angle of
the line segment connecting the lower lip and upper lip
with respect to the vertical line (1), and the angle of the
line segment connecting the left and right corners of the
mouth with respect to the horizontal line (1).

• Nose (2): Based on three tracked features on the nose, we
compute two control parameters describing the movement
of the nose: the distance between the left and right corners
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Figure 4: The scanned head surface model of the motion
capture subject aligned with 76 motion capture markers.

of the nose and the distance between the top point of the
nose and the line segment connecting the left and right
corners (2).

• Eye (2): The control parameters describing the eye move-
ments are the distance between the upper and lower eye-
lids of each eye (2).

• Eyebrow (5): The control parameters for the eyebrow ac-
tions consist of the angle of each eyebrow relative to a
horizontal line (2), the distance between each eyebrow
and eye (2), and the distance between the left and right
eyebrow (1).

The expression control signal describes the evolution of
M = 15 control parameters derived from tracking data. We
use the notation Z̃i ≡ {z̃a,i|a = 1, ...,15} to denote the con-
trol signal at time i. Here a is the index for the individual
control parameter. These 15 parameters are used to control
the expression deformation of the character model. In addi-
tion, the head pose derived from video gives us 6 additional
animation control parameters, which are used to drive the
avatar’s position and orientation.

3. Motion Capture Data Preprocessing

We used a Minolta Vivid 700 laser scanner to build the sur-
face model of a motion capture subject22. We set up a Vicon
motion capture system to record facial movement by attach-
ing 76 reflective markers onto the face of the motion capture
subject. The scanned surface model with the attached motion
capture markers is shown in figure 4. The markers were ar-
ranged so that their movement captures the subtle nuances of
the facial expressions. During capture sessions, the subject
must be allowed to move his head freely because head mo-
tion is involved in almost all natural expressions. As a result,
the head motion and the facial expressions are coupled in the
motion capture data, and we need to separate the head mo-
tion from the facial expression accurately in order to reuse
and modify the motion capture data. Section 3.1 describes a
factorization algorithm to separate the head motion from the
facial expression in the motion capture data by utilizing the
inherent rank constraints in the motion capture data.

3.1. Decoupling Pose and Expression

Assuming the facial expression deforms with L independent
modes of variation, then its shape can be represented as a
linear combination of a deformation basis set S1,S2, ...,SL.
Each deformation basis Si is a 3×P matrix describing the
deformation mode of P points. The recorded facial motion
capture data X f combines the effects of 3D head pose and
local expression deformation:

X f = R f · (
L

∑
i=1

c f i ·Si)+ Tf (1)

where R f is a 3× 3 head rotation matrix and Tf is a 3× 1
head translation in frame f . c f i is the weight corresponding
to the ith deformation basis Si. Our goal is to separate the
head pose R f and Tf from the motion capture data X f so
that the motion capture data record only expression defor-
mations.

We eliminate Tf from X f by subtracting the mean of all
3D points. We then represent the resulting motion capture
data in matrix notation:
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...
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c11R1 ... c1LR1
...
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cF1RF ... cFLRF
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S1
...

SL







︸ ︷︷ ︸

B
(2)

where F is the number of frames of motion capture data,
M is a 3F ×P matrix storing the 3D coordinates of all the
motion capture marker locations, Q is a 3F × 3L scaled ro-
tation matrix recording the head orientations and the weight
for each deformation basis in every frame, B is a 3L × P
matrix containing all deformation bases. Equation (2) shows
that without noise, the rank of the data matrix M is at most
3L. Therefore, we can automatically determine the number
of deformation bases by computing the rank of matrix M.

When noise corrupts the motion capture data, the data ma-
trix M will not be exactly of rank 3L. However, we can per-
form singular value decomposition (SVD) on the data matrix
M such that M = USV T , and then get the best possible rank
3L approximation of the data matrix, factoring it into two
matrices:

Q̃ = U3F,3LS3L,3L
1
2
, B̃ = S3L,3L

1
2 VP,3L

T (3)

The rank of data matrix M, that is 3L, is automatically deter-
mined by keeping a specific amount of original data energy.
In our experiment, we found that 25 deformation bases were
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sufficient to capture 99.6% of the deformation variations in
the motion capture database.

The decomposition of Equation (3) is determined up to a
linear transformation. Any non-singular 3L × 3L matrix G
and its inverse could be inserted between Q̃ and B̃ and their
product would still be the same. Thus the actual scaled rota-
tion matrix Q and basis matrix B are given by

Q = Q̃ ·G B = G−1 · B̃ (4)

with the appropriate 3L×3L invertible matrix G selected.

To recover the appropriate linear transformation matrix G,
we introduce two different sets of linear constraints: rotation
constraints and basis constraints on the matrix GGT (For de-
tails, please see our technical report44). Rotation constraints
utilize the orthogonal property of the rotation matrices to im-
pose the linear constraints on the matrix GGT . Given 3D
motion capture data, the deformation bases representing the
facial expression are not unique. Any non-singular transfor-
mation of deformation bases are still valid to describe the
facial expressions. To remove the ambiguity, our algorithm
automatically finds the L appropriate frames in the motion
capture data that cover all the deformation variations in the
data. We choose these L frames as the deformation basis. The
specific form of the deformation basis provides another set
of linear constraints on the matrix GGT . These two sets of
constraints allow us to uniquely recover the matrix GGT via
standard least-square techniques. We use the SVD technique
again to factor the matrix GGT into the matrix G and its
transpose GT , a step that leads to the actual rotation R f , con-
figuration coefficients c f i, and deformation bases S1, ...,SL.

After we separate the poses from the motion capture data,
we project each frame of the 3D motion capture data in
the fronto-parallel view and extract the expression control
parameters for each motion capture frame much as we ex-
tracted expression control parameters from the visual track-
ing data. Let Xi ≡ {xb,i|b = 1, ...,76} be 3D positions of
the motion capture markers in frame i and Zi ≡ {za,i|a =
1, ...,15} be the control parameters derived from frame i.
Here xb,i is the 3D coordinate of the bth motion capture
marker corresponding to frame i. In this way, each motion
capture frame Xi is automatically associated with animation
control parameters Zi.

4. Expression Control and Animation

Given the control parameters derived from a vision-based
interface, controlling the head motion of a virtual character
is straightforward. The system directly maps the orientation
of the performer to the virtual character. The position pa-
rameters derived from video need to be appropriately scaled
before they are used to control the position of an avatar. This

scale is computed as the ratio of the mouth width between
the user and the avatar.

Controlling the expression deformation requires integrat-
ing the information in the expression control parameters and
the motion capture data. In this section, we present a novel
data-driven approach for motion synthesis that translates the
noisy and lower-resolution expression control signals to the
high-resolution motion data using the information contained
in motion capture database. Previous work in this area can
be classified into two categories: synthesis by examples and
synthesis by a parametric or probabilistic model. Both ap-
proaches have advantages: the former allows details of the
original motion to be retained for synthesis; the latter cre-
ates a simpler structure for representing the data. In order to
keep the details and high frequency of the motion capture
data, we choose to synthesize the facial animation by exam-
ples. The system finds the K closest examples in the motion
capture database using the low-resolution and noisy query
control parameters from the vision-based interface and then
linearly interpolates the corresponding high-quality motion
examples in the database with a local regression technique.
Because the mapping from the control parameters space to
the motion data space is not one to one, the query control
signal is based on multiple frames rather than a single frame
thereby eliminating the mapping ambiguity by integrating
the query evidence forward and backward over a window of
a short fixed length.

The motion synthesis process begins with a normalization
step that corrects for the difference between the animation
control parameters in the tracking data and the motion cap-
ture data. We then describe a data-driven approach to filter
the noisy expression control signals derived from the vision-
based interface. Next, we introduce a data-driven expression
synthesis approach that transforms the filtered control sig-
nals into high quality motion data. Finally, we describe a
new data structure and an efficient K nearest points search
technique that we use to speed up the synthesis process.

4.1. Control Parameter Normalization

The expression control parameters from the tracking data are
inconsistent with those in the motion capture data because
the user and the motion capture subject have different fa-
cial geometry and proportions. We use a normalization step
that automatically scales the measured control parameters
according to the control parameters of the neutral expres-
sion to approximately remove these differences. By scaling
the control parameters, we ensure that the control parameters
extracted from the user have approximately the same magni-
tude as those extracted from motion capture data when both
are in the same expression.
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4.2. Data-driven Filtering

Control signals in a vision-based interface are often noisy.
We divide them into segments of a fixed, short temporal
length W at run time and then use the prior knowledge em-
bedded in the motion capture database to sequentially filter
the control signals segment by segment. The prior model of
the expression control signals is a local linear model learned
at run time. When a new segment arrives, the motion capture
database is searched for the examples that are most relevant
to the segment. These examples are then used to build a local
linear dynamical model that captures the dynamical behav-
ior of the control signals over a fixed length sequence.

We collect the set of neighboring frames with the same
temporal window W for each frame in the motion capture
database and treat them as a data point. Conceptually, all the
motion segments of the facial control signals form a nonlin-
ear manifold embedded in a high-dimensional configuration
space. Each motion segment in the motion capture database
is a point sample on the manifold. The motion segments of
control signals from a vision-based interface are noisy sam-
ples of this manifold. The key idea of our filtering technique
is that we can use a low-dimensional linear subspace to ap-
proximate the local region of the high-dimensional nonlinear
manifold. For each noisy sample, we apply Principal Com-
ponent Analysis (PCA) to learn a linear subspace using the
data points that lie within the local region and then recon-
struct them using the low-dimensional linear subspaces.

If we choose too many frames for the motion segments,
the samples from the motion capture data might not be dense
enough to learn an accurate local linear model in the high-
dimensional space. If we choose too few frames, the model
will not capture enough motion regularities. The length of
the motion segments will determine the response time of the
system, or the action delay between the user and the avatar.
From our experiments, we found 20 to be a reasonable num-
ber of frames for each segment. The delay of our system
is then 0.33s because the frame rate of our video camera is
60fps.

Let φ̃t ≡ [Z̃1, ..., ˜ZW ] be a fragment of input control pa-
rameters. The filter step is

• Find the K closest slices in the motion capture database.
• Compute the principal components of the K closest slices.

We keep the M largest eigenvectors U1, ...,UM as the fil-
ter basis, and M is automatically determined by retaining
99% of the variation of the original data.

• Project φ̃t into a local linear space spanned by U1, ...,UM
and reconstruct the control signal φ̄t = [Z̄1, ..., Z̄b] using
the projection coefficients.

The principal components, which can be interpreted as the
major sources of dynamical variation in the local region of
the input control signals, naturally captures the dynamical
behavior of the animation control parameters in the local re-
gion of the input control signal φ̃t . We can use this low di-

mensional linear space to reduce the noise and error in the
sensed control signal. The performance of our data-driven
filtering algorithm depends on the number of closest exam-
ples. As the number of closest examples K increases, the
dimension of subspace M becomes higher so that it is capa-
ble of representing a large range of local dynamical behav-
ior. The high dimensional subspace will provide fewer con-
straints on the sensed motion and the subspace constraints
might be insufficient to remove the noise in data. If fewer
examples are used, they might not particularly similar to the
online noisy motion and the subspace might not fit the mo-
tion very well. In this way, the filtered motion might be over
smoothed and distorted. The specific choice of K depends on
the properties of a given motion capture database and con-
trol data extracted from video. In our experiments, we found
that a K between 50 to 150 gave us a good filtering result.

4.3. Data-driven Expression Synthesis

Suppose we have N frames of motion capture data X1, ...,XN
and its associated control parameters Z1, ...,ZN , then our ex-
pression control problem can be stated as follows: given
a new segment of control signals φ̄t = [Z̄t1 , ..., Z̄tW ], syn-
thesize the corresponding motion capture example M̄t =
[X̄t1 , ..., X̄tW ].

The simplest solution to this problem might be K-nearest-
neighbor interpolation. For each frame Z̄i such that i =
t1, ..., tW , the system can choose the K closest example points
of the control parameters, denoted as Zi1 , ...,ZiK , in the mo-
tion capture data and assign each of them a weight ωi based
on their distance to the query Z̄i. These weights could then
be applied to synthesize the 3D motion data by interpolat-
ing the corresponding motion capture data Xi1 , ...,XiK . The
downside of this approach is that the generated motion might
not be smooth because the mapping from control parameter
space to motion configuration space is not one to one.

Instead, we develop a segment-based motion synthesis
technique to remove the mapping ambiguity from the control
parameter space to the motion configuration space. Given
the query segment φ̄t , we compute the interpolation weights
based on its distance to the K closest segments in the motion
capture database. The distance is measured as the Euclidean
distance in the local linear subspace. We can then synthesize
the segment of motion data via a linear combination of the
motion data in the K closest segments. Synthesizing the mo-
tion in this way allows us to handle the mapping ambiguity
by integrating expression control parameters forwards and
backwards over the whole segment.

Both the dynamical filtering and the motion mapping pro-
cedure work on a short temporal window of 20 frames. The
system automatically breaks the video stream into the seg-
ments at run time, and then sequentially transforms the vi-
sual control signals into high-quality motion data segment
by segment. Because a small discontinuity might occur at
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the transition between segments, we introduce some over-
lap between neighboring segments so that we can move
smoothly from one segment to another segment by blend-
ing the overlap. In our experiment, the blend interval is set
to 5 frames. Two synthesized fragments are blended by fad-
ing out one while fading in the other using a sigmoid-like
function, α = 0.5cos(βπ) + 0.5. Over the transition dura-
tion, β moves linearly from 0 to 1. The transitional motion is
determined by linearly interpolating similar segments with
weights α and 1−α.

4.4. Data Structure

Because a large number of the K-nearest-neighbor queries
may need to be conducted over the same data set S, the com-
putational cost can be reduced if we preprocess S to create
a data structure that allows fast nearest-point search. Many
such data structures have been proposed, and we refer the
reader to28 for a more complete reference. However, most of
these algorithms assume generic inputs and do not attempt
to take advantage of special structures. We present a data
structure and efficient K nearest neighbor search technique
that takes advantage of the temporal coherence of our query
data, that is, neighboring query examples are within a small
distance in the high-dimensional space. The K closest point
search can be described as follows:

• Construct neighborhood graph G. We collect the set of
neighboring frames with the temporal window of W for
each frame in the motion capture database and treat them
as a data point. Then we compute the standard Euclidean
distance dx(i, j) for every pair i and j of data points in
the database. A graph G is defined over all data points by
connecting points i and j if they are closer than a specific
threshold ε, or if i is one of the K nearest neighbors of j.
The edge lengths of G are set to dx(i, j). The generated
graph is used as a data structure for efficient nearest-point
queries.

• K-nearest-neighbor search. Rather than search the full
database, we consider only the data points that are within
a particular distance of the last query because of the tem-
poral coherence in the expression control signals. When
a new motion query arrives, we first find the closest ex-
ample E among the K closest points of the last query
in the buffer. To find the K nearest points of the current
query motion, the graph is then traversed from E in a best
first order by comparing the query with the children, and
then following the ones that have a smaller distance to the
query. This process terminates when the number of exam-
ples exceeds a pre-selected size or the largest distance is
higher than a given threshold.

A single search with the database size |S| can be approx-
imately achieved in time O(K), which is independent on the
size of database |S| and is much faster than exhaustive search
with linear time complexity O(|S|).

Figure 5: Dense surface correspondence. (Left) The
scanned source surface model. (Middle) The animated sur-
face model. (Right) The morphed model from the source sur-
face to the target surface using the surface correspondence.

5. Expression Retargeting

The synthesized motion described in the previous section
specifies the movement of a finite set of points on the source
surface; however, animating a 3D character model requires
moving all the vertices on the animated surface. Noh and
Neumann introduced an expression cloning technique to
map the expression of a source model to the surface of a
target model30. Their method modifies the magnitudes and
directions of the source using the local shape of two mod-
els. It produces good results but the run time computation
cost depends on the complexity of the animated model be-
cause the motion vector of each vertex on the target surface
is adapted individually at run time.

In this section, we present an efficient expression retar-
geting method whose run-time computation is constant inde-
pendent of the complexity of the character model. The basic
idea of our expression retargeting method is to precompute
all deformation bases of the target model so that the run-time
operation involves only blending together these deformation
bases appropriately.

As input to this process, we take the scanned source sur-
face model, the input target surface model, and the defor-
mation bases of the motion capture database. We require
both models be in the neutral expression. The system first
builds a surface correspondence between the two models and
then adapts the deformation bases of the source model to
the target model based on the deformation relationship de-
rived from the local surface correspondence. At run time,
the system operates on the synthesized motion to generate
the weight for each deformation basis. The output animation
is created by blending together the target deformation bases
using the weights. In particular, the expression retargeting
process consists of four stages: motion vector interpolation,
dense surface correspondences, motion vector transfer, and
target motion synthesis.

Motion Vector Interpolation: Given the deformation vec-
tor of the key points on the source surface for each deforma-
tion mode, the goal of this step is to deform the remaining
vertices on the source surface by linearly interpolating the
movement of the key points using barycentric coordinates.
First, the system generates a mesh model based on the 3D

c© The Eurographics Association 2003.



Chai et al. / Vision-based Control of 3D Facial Animation

(a) (b) (c) (d)

(e) (f) (g) (h)

Figure 6: The top seven deformation bases for a target surface model. (a) The gray mask is the target surface model in the
neutral expression. (b-h) The needles show the scale and direction of the 3D deformation vector on each vertex.

positions of the motion capture markers on the source model.
For each vertex, the system determines the face on which the
vertex is located and the corresponding barycentric coordi-
nate for interpolation. Then the deformation vector of the
remaining vertices is interpolated accordingly.

Dense Surface Correspondences: Beginning with a small
set of manually established correspondences between two
surfaces, a dense surface correspondence is computed by
volume morphing with a Radial Basis Function followed by
a cylindrical projection29 (figure 5). This gives us a home-
omorphic mapping (one to one and onto) between the two
surfaces. Then we use Radial Basis Functions once again to
learn continuous homeomorphic mapping functions f(xs) =
( f1(xs), f2(xs), f3(xs)) from the neutral expression of the
source surface xs = (xs,ys,zs) to the neutral expression of
the target surface xt = (xt ,yt ,zt), such that xt = f(xs).

Motion Vector Transfer: The deformation on the source
surface can not simply be transferred to a target model with-
out adjusting the direction and scale of each motion vector,
because facial proportions and geometry vary between mod-
els. For any point xs on the source surface, we can com-
pute the corresponding point xt on the target surface by us-
ing the mapping function f(xs). Given a small deformation
δxs = (δxs,δys,δzs) for a source point xs, the deformation
δxt of its corresponding target point xt is computed by the
Jacobian matrices Jf(xs) = (Jf1(xs),Jf2(xs),Jf3(xs))

T :

δxt = Jf(xs) ·δxs (5)

We use the learnt RBF function f(xs) to compute the Ja-
cobian matrix at xs numerically:

Jfi(xs) =







fi(xs+δxs,ys,zs)− fi(xs,ys,zs)
δxs

fi(xs,ys+δys,zs)− fi(xs,ys,zs)
δys

fi(xs,ys,zs+δzs)− fixs,ys,zs)
δzs







i = 1,2,3 (6)

Geometrically, the Jacobian matrix adjusts the direction and
magnitude of the source motion vector according to the local
surface correspondence between two models. Because the
deformation of the source motion is represented as a linear
combination of a set of small deformation bases, the defor-
mation δxt can be computed as:

δxt = Jf(xs) ·ΣL
i=1λiδxs,i

= ΣL
i=1λi(Jf(xs) ·δxs,i) (7)

where δxs,i represents the small deformation corresponding
to the ith deformation base, and λi is the combination weight.
Equation (7) shows that we can precompute the deformation
bases of the target surface δxt,i such that δxt,i = Jf(xs) ·δxs,i.
Figure 6 shows the top seven deformation bases on a target
surface model.
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Target Motion Synthesis: After the motion data are synthe-
sized from the motion capture database via a vision-based in-
terface, the system projects them into the deformation basis
space of the source model S1, ...SL to compute the combina-
tion weights λ1, ...,λL. The deformation of the target surface
δxt are generated by blending together the deformation bases
of the target surface δxt,i using the combination weights λi
according to Equation (7).

The target motion synthesis is done online and the other
three steps are completed off-line. One strength of our ex-
pression retargeting method is speed. The run-time computa-
tional cost of our expression retargeting depends only on the
number of deformation bases for motion capture database
L rather than the number of the vertices on the animated
model. In our implementation, the expression retargeting
cost is far less than the rendering cost.

6. Results

All of the motion data in our experiments was from one sub-
ject and collected as the rate of 120 frames/second. In total,
the motion capture database contains about 70000 frames
(approximately 10 minutes). We captured the subject per-
forming various sets of facial actions, including the six basic
facial expressions: anger, fear, surprise, sadness, joy, and dis-
gust and such other common facial actions as eating, yawn-
ing, and snoring. During the capture, the subject was in-
structed to repeat the same facial action at least 6 times in
order to capture the different styles of the same facial action.
We also recorded a small amount of motion data related to
speaking (about 6000 frames), but the amount of speaking
data was not sufficient to cover all the variations of the facial
movements related to speaking.

We tested our facial animation system on different users.
We use a single video camera to record the facial expression
of a live performer. The frame rate of the video camera is
about 60 frames/second. The users were not told which fa-
cial actions were contained in the motion capture database.
We also did not give specific instructions to the users about
the kind of expressions they should perform and how they
should perform them. The user was instructed to start from
the neutral expression under the frontal-parallel view.

At run time, the system is completely automatic except
that the positions of the tracking features in the first frame
must be initialized. The facial tracking system then runs in
real time (about 20 frames/second). Dynamical filtering, ex-
pression synthesis, and expression retargeting do not require
user intervention and the resulting animation is synthesized
in real time. Currently, the system has a 0.33s delay to re-
move the mapping ambiguity between the visual tracking
data and the motion capture data. Figure 7 and Figure 8
show several sample frames from the single-camera video
of two subjects and the animated 3D facial expressions of
two different virtual characters. The virtual characters ex-

hibit a wide range of facial expressions and capture the de-
tailed muscle movement in untracked areas like the lower
cheek. Although the tracked features are noisy and suffer
from the typical jitter in vision-based tracking systems, the
controlled expression animations are pleasingly smooth and
high quality.

7. Discussion

We have demonstrated how a preprocessed motion capture
database, in conjunction with a real-time facial tracking sys-
tem, can be used to create a performance-based facial an-
imation in which a live performer effectively controls the
expressions and facial actions of a 3D virtual character. In
particular, we have developed an end to end facial anima-
tion system for tracking real-time facial movements in video,
preprocessing the motion capture database, controlling and
animating the facial actions using the preprocessed motion
capture database and the extracted animation control param-
eters, and retargeting the synthesized expressions to a new
target model.

We would like to do a user study on the quality of the syn-
thesized animation. We can generate animations both from
our system and from “ground truth” motion capture data and
then present all segments in random order to users. The sub-
jects will be asked to select the “more natural” animation
so that we can evaluate the quality of synthesized animation
based on feedback from users. We also would like to test
the performance of our system on a larger set of users and
character models.

The output animation might not be exactly similar to the
facial movement in the video because the synthesized mo-
tion is interpolated and adapted from the motion capture
data. If the database does not include the exact facial move-
ments in the video, the animation is synthesized by appro-
priately interpolating the closest motion examples in the
database. In addition, the same facial action from a user and
an avatar will differ because they generally have different
facial geometry and proportions.

One limitation of the current system is that sometimes it
loses details of the lip movement. This problem arises be-
cause the motion capture database does not include suffi-
cient samples related to speaking. Alternatively, the amount
of tracking data in the vision-based interface might not be
enough to capture the subtle movement of the lips. With
a larger database and more tracking features around the
mouth, this limitation might be eliminated.

Currently, our system does not consider speech as an in-
put; however, previous work on speech animation shows
there is a good deal of mutual information between vocal and
facial gestures6, 5, 15. The combination of a speech-interface
and a vision-based interface would improve the quality of
the final animation and increase the controllability of the fa-
cial movements. We would like to record the facial move-
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Figure 7: Results of two users controlling and animating 3D facial expressions of two different target surface models.
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Figure 8: Results of two users controlling and animating 3D facial expressions of two different texture-mapped avatar models.
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ment and the audio from the motion capture subject simul-
taneously, and increase the size of the database by capturing
more speaking data. We would like to explore how to control
the facial movement of an avatar using a multimodal inter-
face, a combination of the vision-based interface and speak-
ing interface.

We are also interested in exploring other intuitive inter-
faces for data-driven facial animation. For example, a key-
framing interpolation system might use the information con-
tained in a motion capture database to add the details and
nuances of live motion to the degrees of freedom that are not
specified by animator.
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