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Figure 2: Left: example accelerometer data from sawing and drilling. Right top: audio profile of sanding from wrist and
chest microphones. Right bottom: clustering of activities in LDA space

dominant and tend to have a less distinct intensity dif-
ference between the hand and the chest (for example,
when a user moves their hand away from the machine
during operation).

3. Autonomous sounds: These are sounds generated by
activities not driven by the user’s hands (e.g loud back-
ground noises or the user speaking).

Obviously the vast majority of relevant actions in assembly
and maintanance are associated with hand tool sounds and
semi–autonomous sounds. In principle, these sounds should
be easy to identify using intensity differences between the
wrist and the chest microphone. In addition, if extracted ap-
propriately, these sounds may be treated as quasi-stationary
and can be reliably classified using simple spectrum pattern
matching techniques.
The main problem with this approach is that many ir-

relevant actions are also likely to fall within the definition
of handtool and semi–autonomous sound. Such actions
include scratching or putting down an object. Thus, like
acceleration analysis, sound–based classification also has
problem distinguishing relevant from irrelevant actions and
will produce a number of false positives.

3.3 Recognition Methodology
Neither acceleration nor sound provide enough information
for perfect extraction and classification of all relevant activ-
ities; however, we hypothesize that their sources of error are

likely to be statistically distinct. Thus, we develop a tech-
nique based on the fusion of both methods. Our procedure
consists of three steps:

1. Extraction of the relevant data segments using the in-
tensity difference between the wrist and the chest mi-
crophone. We expect that this technique will segment
the data stream into individual actions (includingmany
actions we will model as noise).

2. Independent classification of the actions based on
sound or acceleration. This step will yield imperfect
recognition results by both the sound and acceleration
subsystems.

3. Removal of false positives. While the sound and ac-
celeration subsystems are each imperfect, when their
classifications of a segment agree, the result may be
more reliable (if the sources of error are statistically
distinct).

4 Isolated Activity Recognition

As an initial experiment, we segment the activities in the
data files by hand and test the accuracy of the sound and
acceleration methods separately.


