
able trajectories within a high-dimensional state space. Our goals
are different, however, because we focus on high-quality animation
and real-time control.

2.2 Animation with Motion Capture Data

A number of researchers have developed techniques for synthesiz-
ing animated sequences from motion capture data. Three distinct
approaches have been used: constructing models of human mo-
tion [Li et al. 2002; Brand and Hertzmann 2000], reordering motion
clips employing a motion graph [Arikan and Forsyth 2002; Kovar
et al. 2002; Lee et al. 2002; Pullen and Bregler 2002; Arikan et al.
2003] and interpolating motion to create new sequences [Guo and
Roberge 1996; Wiley and Hahn 1997; Rose et al. 1998; Kovar and
Gleicher 2004]. In our work, we construct a graph of nearest neigh-
bors for fast search of the motion examples that are close to the
current control signals and use it to build a local linear model of the
motion for interpolation. We therefore discuss motion graphs and
motion interpolation in more detail.

Motion graphs create an animation by cutting pieces from a motion
database and reassembling them to form a new motion. Because the
motion that is selected is not modified, it retains the subtle details of
the original motion data but the synthesized motions are restricted
to those in the motion capture database. For example, a motion
graph cannot be used to synthesize a walking motion for a slope of
a particular angle unless the database included data for that slope.

Interpolation addresses this problem by allowing synthesis of
motion variations that are not in the database. Both Guo and
Roberge [1996] and Wiley and Hahn [1997] produced modified mo-
tions using linear interpolation. Rose and colleagues [1998] used
radial basis functions to interpolate motions located irregularly in
the parameter space. Generally, this approach requires segment-
ing the motion data into structurally similar sequences, building a
temporal correspondence among them, and annotating each with a
small set of meaningful, high-level control knobs. Given new val-
ues of the control parameters, the sequences can be interpolated to
compute a motion that matches the specified parameters. Recently,
Kovar and Gleicher [2004] introduced a method for automatically
locating logically similar motion segments in a data set and using
them to construct parameterized motions. These algorithms pro-
duce high-quality motion for new parameter values that are within
the space of the interpolated examples.

Like interpolation, our approach can generate spatial/temporal vari-
ations that are not in the database. Because interpolation occurs
only in the local region of the current control signals with our ap-
proach, it does not require that the motions be structurally similar
at a high level.

3 Overview

Our system transforms low-dimensional control signals obtained
from only a few markers into full-body animation by constructing a
series of local models from a database of human motion at run time
and using those models to fill in probable values for the information
about the user’s motion not captured by the markers.

We first perform a series of off-line captures to create a large and
heterogeneous human motion database (about 1 hour) using a Vi-
con optical motion capture system with twelve 120 Hz Mx-40 cam-
eras [Vicon Systems 2004]. The database contains ten full-body
behaviors: boxing (71597 frames), walking (105963 frames), run-
ning (18523 frames), jumping (40303 frames), hopping (18952
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Figure 2: System overview.

frames), locomotion transitions (36251 frames), dancing (18002
frames), basketball (12484 frames), climbing on playground equip-
ment playground (51947 frames), and Kendo (59600 frames). We
used a marker set with 41 markers, an adaptation of the Helen
Hayes marker set. We added four extra markers on the bamboo
sword for Kendo. For Kendo, boxing, and locomotion, the subjects
were instructed to repeat each action at least five times in order to
capture variations in performance and to ensure that the local model
was constructed from sufficiently similar data.

Each motion in the database has a skeleton that includes the sub-
ject’s limb lengths and joint range of motion computed automat-
ically from calibration captures. Each motion sequence contains
trajectories for the absolute position and orientation of the root node
(pelvis) as well as relative joint angles of 18 joints. These joints are
head, thorax, upper neck, lower neck, upper back, lower back, and
left and right humerus, radius, wrist, femur tibia, and metatarsal.

We denote the set of motion capture data in the database as {qn|n =
1, ...,N}, where qn is the joint angle representation of a specific
pose in the database. The control signals obtained from the in-
terface at time t are represented by the locations of a small set of
retro-reflective markers worn by the user, denoted as c̃t . We al-
ways place markers on the torso of the user so that the absolute
position and orientation of the user, denoted as z̃t , can be directly
obtained from the control signals, c̃t . The online motion control
problem is to synthesize the current human body pose, q̃t , in real
time based on the current low-dimensional control signals, c̃t , ob-
tained from the vision-based interface, motion capture data in the
database, {q1, ...,qN}, and the synthesized poses in the previous
frames, [q̃1, ..., q̃t−1].

The system contains three major components (figure 2):

Motion performance. The user wears a small set of retro-reflective
markers to perform a motion in front of two synchronized video
cameras. The system automatically extracts the locations of the
markers, [c̃1, ..., c̃t ], and the absolute position and orientation of the
motion, [z̃1, ..., z̃t ], from the video streams in real time. The tra-
jectories of the markers specify the desired trajectories of certain
points on the animated character.

Online local modeling. To synthesize the current pose q̃t , we first
search the motion capture database for examples that are close to
the current control signals c̃t and the synthesized poses in the pre-
vious frames [q̃1, ..., q̃t−1]. Because the runtime computational cost
depends on the efficiency of the nearest neighbor search process,


