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In this paper, we propose an active vision system based on polarized light striping that optically control light transport before image formation and hence obtains high quality photographs even under poor visibility. We need active systems because often, post-processing is of limited use under poor visibility environments.
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We come across poor visibility environments while driving in bad weather such as smoke, dust, and even during underwater exploration.
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Under such scenarios, images suffer from loss of contrast and a decreasing signal to noise ratio (SNR) with increasing distance from the camera. The challenge is to build active vision systems which provide for high contrast and SNR in images.
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To build such systems, we review the light transport in such media. First we have the direct component of the signal.
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Then, we have the indirect component of the signal – from source to the scene after getting scattered through the medium.
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Finally, we have the backscatter – from the source to the sensor via the medium. Note that this component doesn’t carry any information about the scene, and hence is considered as noise. Anybody who has driven with high beam in dense fog conditions knows that the backscatter results in even poorer visibility.
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This is an actual underwater image taken in the Mediterranean. The backscatter due to the light sources reduces image contrast and saturates the image. This is the component which we want to avoid or reduce.
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The amount of backscatter is proportional to the common backscatter volume. 
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The first idea to reduce the backscatter is to light up small portions of the scene at a time, instead of flood lighting the whole scene. This results in a smaller backscatter volume, and hence low backscatter. 
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This figures illustrated the idea of light striping in scattering media. We can illuminate a single column of projector pixels, creating a light plane. The intersection of the light plane with the scene created a light stripe, which can be detected. The light plane is scanned across the scene, and all the resulting light stripes are mosaiced together to form the complete image. This is illustrated with the following video, taken with our experimental setup.
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The second key observation is that the backscatter component is partially polarized. Since the scene is assumed to be diffuse, the signal component is depolarized.
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Hence, by using polarizers in front of the source and the sensor, we can reduce the backscatter component.
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We propose an active illumination and sensing system based on polarized light striping which makes use of the above two ideas. Here, we show a light stripe scan, the corresponding polarized light scan, and the filtered backscatter. Notice the considerable reduction in backscatter. The light plane-object intersection is also more prominent, thus enabling accurate delineation of the stripe.
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This is our experimental setup. We have a large glass tank, with anti-reflection coating on the glass walls. We have a projector and a camera, both fitted with polarizers. We use dilute milk as our medium, and a contrast chart as the scene. 
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Floodlighting heavily degrades the image contrast. 
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Using our technique of polarized light striping, we can even recover fine details. Notice how the text is much more legible as compared to the previous image. 
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Under heavy scattering, the floodlit image is completely washed out. No amount of post-processing can recover any useful signal information. 
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With polarized light striping, we can recover scene contrast and details in a much better way. 
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We use our technique on a 3D scene, with fishes inside the tank. Again notice the loss in contrast in the flood-lit image. 
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With our technique, we get much better contrast and colors in the image, especially in the background corals. 
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For comparison, we analyze the recent technique by Sree Nayar et al, where they separate the direct and global component of the image. However, we want to separate the backscatter from the signal components. In case of moderate to heavy scattering, the indirect component of the signal dominates the direct component. Hence, the direct component of the image is dominated by noise (next slide). 
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The indirect signal stays with the backscatter as the global component. The global image is approximately the same as the floodlit image, and hence, suffers from low contrast.
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The next question is how to place the source and the sensor to obtain the best possible image. Conventional wisdom from the underwater imaging literature suggests maximizing the sensor source separation to minimize the common backscatter volume. 
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Low separations result in large backscatter. However, this does not take into account the issue of measurement noise. Large separations result in heavy attenuation of light, and hence a low SNR. So, we have a trade-off:  large separations result in high contrast but low SNR. On the other hand, low separations result in low contrast but high SNR. We want to find the optimal sensor source configuration which lets us achieve both good contrast and SNR.
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We first formalize the notion of optimality using image quality measures. We define the quality measure as the product of a contrast quality measure and a noise quality measure. Now, we can optimize this single quality measure with respect to the sensor source separation.

We performed extensive computer simulations of light transport in our setup – we plotted the quality measure as a function of the sensor-source separation. We get low values for large separations due to low SNR, as well as for low separations due to low contrast. The quality measure achieves a maximum at the ‘optimal location’. The exact location of the maxima is determined by camera noise levels, medium parameters and the exact imaging technique used.
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We validate the simulation results with real experiments with our setup. With a large separation, we get an image dominated by heavy noise. 
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However, with the optimal separation, the image has a better contrast and SNR.
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The case of light striping is more interesting. Here, since we are illuminating a small portion of the scene, we can find the optimal sensor source separation for each location separately. This lets us design an ‘optimal light striping scan’ of the scene. The result of using our polarized light striping technique with the framework for optimal sensor source placement is much better than all the previous results that we have seen.

