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Abstract quires explicit modeling of global light transport. Givéret
complexity of global illumination, this can be intractable

Most active scene recovery techniques assume that aMVe consider illumination defocus, the depth cue for the
scene point is illuminated only directly by the illumina- shape-from-projector-defocus approach [23]. In this case
tion source. Consequently, global illumination effecte du we show that global illumination can be separated from the
to inter-reflections, sub-surface scattering and voluigetr depth cue without explicitly modeling or measuring light
scattering introduce strong biases in the recovered scenetransport. The key observation is that both illumination de
shape. Our goal is to recover scene properties in the pres-focus and global illumination manifest as low pass filters
ence of global illumination. To this end, we study the in- during image formation. If the scene is illuminated with a
terplay between global illumination and the depth cue of periodic illumination pattern, we show that the observed ra
illumination defocus. By expressing both these effects asdiance at each pixel over time can be modeled as a convolu-
low pass filters, we derive an approximate invariant that tion of the input pattern with the two blur kernels assodate
can be used to separate them without explicitly modeling with defocus and global illumination (see Figure 1).
the light transport. This is directly useful in any scenario
where limited depth-of-field devices (such as projectoms) a
used to illuminate scenes with global light transport and
significant depth variations. We show two applications: (a)
accurate depth recovery in the presence of global illumina-

tion, and (b) factoring out the effects of defocus for correc sult of the optics of the source, and encodes scene depths.

direct-global separation in large depth scenes. We demon-On the other hand, global illumination encodes the intdnsi

ﬁgg{;ﬂ%‘é;a&?(:%?gg :r?clintgr]asncsﬁﬂggnvc\:lil:ahs complex shapes, re'properties of the scene, such as 3D geometry and material

properties. Thus, although changing the projector foctis se
ting changes the defocus blur, the global illumination blur
1. Introduction remains approximately constant. Based on this observa-
tion, we derive an invariant between global illuminatioarbl
Light interacts with the world around us in complex and defocused illumination which can be used to separate
ways, resulting in phenomena such as inter-reflections, subthe two effects. This invariant is directly useful in scenar
surface scattering and volumetric scattering. These phe-os where limited depth-of-field devices (such as projejtor
nomena are collectively termed as global light transport or gre used to illuminate scenes with global light transpott an
global illumination. Historically, the effects of globdkti large depth variations.
lumination have largely been ignored in the computer vi- o ) ) )
sion literature. Most active shape recovery techniquesemak  We show two applications which require separation of
nated only directly by the illumination source. In the pres- covery in the presence of global illumination (sub-surface
ence of global illumination, techniques such as photometri Scattering and inter-reflections). We follow the frequency
stereo [22], shape from shading [11], structured light scan domain approach of Zhang et al [23] and derive two depth
ning, shape from projector defocus [23] produce erroneous€Stimation algorithms. The first algorithm requires a sweep
results. For instance, inter-reflections make concavectoje Of the projector focal plane across the scene and is dual
appear shallower [14]. Sub-surface scattering in traesiuc {0 shape-from-camera-focus techniques. The second algo-
objects can confound structured light based methods, lead!ithm requires only two focal plane settings and is simi-
ing to incorrect depths [7]. Itis fair to say that most active lar in spirit to shape-from-camera-defocus metho8ec-
scene recovery techniques have limited applicability &l re 0nd. separation of the direct and global components of light
life settings where global illumination is ubiquitous. transpog fotkscfpefé W}Lth dgptth va(ngt:l))on)s I%\r/gefr Itlhan the
. . .. narrow depth of field of projectors<( 0.3m). We follow
The goal of this Work_ IS to recover scene properties in y, spatialpdomain appror;cgl of Nayar et al [15] and derive
Fhe presence of global |.|Ium|.nat|.on. In general, separat- defocus-invariant measures of global illumination. Again
ing the effects of global illumination from a shape cue re- we present two algorithms for separation based on (a) mul-

“This research was supported in parts by an ONR grant Nooeau-0  tiple focal plane positions and (b) single focal plane posit
0330 and NSF awards CCF-0541307, 1S-0643628 and 11S-Qg#%59 and a depth map estimated in the first application.

Expressing both the shape cue (defocus) and global
illumination as blur kernels can appear to be counter-
productive, as it may make it harder to separate the two.
However, illumination defocus and global illumination are
different physical phenomena. lllumination defocus is-a re
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Figure 1. Image formation model. (a) A periodic illuminatipattern is projected on the scene using a projector. Thpdaehradiance
profiles of scene points which are not in focus are blurrece dmount of defocus blur is a function of the scene depthsTi{b)presence
of global light transport due to sub-surface scatteringiatet-reflections introduces an additional blur. We shoat the blur due to global
illumination is independent of the projector focal plansigion. This enables depth recovery even in the presenclbéldight transport.

We demonstrate our approaches using scenes with com- REEhteERE I TRt
plex shapes and material properties including (a) marble,
wax and natural objects such as fruits, milk and plants that
show strong subsurface scattering, (b) objects with com-
plex reflectance properties and textures such as fur, velvet
metal, wood and (c) objects with occlusions and concavities
with strong inter-reflections. Since we do not impose any
smoothness constraints, we recover depths independéntly a
every pixel. Our techniques do not require complex calibra-
tion and are simple to implement.

a b

2. Related Work Figure 2. Datzg a?cquisition setup. (a) Co-locgit()ed cameogegtor

setup enables recovery of hole-free depth maps. (b) Thegeri

Most existing shape-from-intensity techniques [22, 11, pattern used to illuminate the scene.

23] account for only the direct component of light transport
One possibility is to remove the global component a priori
using the approach of Nayar et al [15]. However, this ap-
proach requires the projector’s illumination to be focused
on the entire 3D scene, making it unamenable for depth re-
covery using projector defocus analysis. Nayar et al [14] re
covered depths in the presence of inter-reflections forescen
made of a few Lambertian planar facets. Approaches base
on explicitly measuring the light transport matrix [19, @}t ) ; . A
be used to remove inter-reflection from images [18]. Such ?f V(?I_umet_rlc Te(::a_ using active I'ght;_n?l [Zt' 10, 8]. %ton-
approaches require measuring a large number of impulse re:0C&! IMaging techniques recover paruafly transpareit vo

sponses of the scene. Our methods do not require explicitl(;umS(TS g%/ ;ﬂgg?g? ttr:]: \'/I(I)lflr}]n'qneat['gnlz';d ?Ezs%gjgmgfltﬁﬂg
modeling or estimation of the light transport matrix. y ’ :

For structured liaht based techniques. the presence 01Work is reconstructing opaque and translucent surfaces. It
g : ques, he p will be interesting to analyze the effects of volumetrictsca
sub-surface scattering and inter-reflections hinders #ie d

tection of the light sheet intersection with the objects [7] tering and transparency on our techniques in the future.
Researchers have used polarization [3], modulation with .
a high-frequency illumination pattern [4] and fluores- 3. |Mmage Formation Model

cence [12] to mitigate the adverse effects of global illumi- Consider a scene being illuminated by a projector with

nation. However, polarization does not reduce the effefcts o a periodic high frequency pattern. An example pattern is

inter-reflections, and the fluorescence based technique T hown in Figure 2 (b). The pattern is translated horizoptall

quires submerging the scene in a fluorescent dye. More'one pixel at a time, and an image is acquired for each trans-

over, as with any triangulation based technique, strudture |0 “\Vthe following, we show that the temporal radiance
lighting suffers from the presence of occlusions in com-

plex scenes. Depth from camera focus (DFF) [16, 9] and 1ajthough DFD and DFF also suffer from occlusion, the effeuts not
depth from camera defocus (DFD) [21] techniques can com-as severe due to a much smaller base-line [17].

pute complete depth mapsut they rely on scene texture
for accurate scene recovery. We use a co-located camera-
projector setup for data acquisition, as shown in Figurg.2 (a
Using this setup prevents shadows due to occlusions, en-
abling recovery of complete, hole-free depth-maps. Also,
pur techniques can handle scenes with or without textures.
Another class of techniques measure density distribution




profile at each pixel can be modeled as a convolution of the
input pattern with the two blur kernels associated withillu
mination defocus and global illumination (see Figure 1(b))

Direct lllumination: Consider the illustration in Fig-
ure 1 (a). The direct component of the radianfé, f) at
scene poinb; is the convolution of the illumination pattern,
p;(t), and the defocus blur kernil(t, f) atS; 2:

ed(t, f) = aypilt) xbi(t, f). 1)

wheret denotes time, and is the location of the pro-
jector focal plane. The blur kerné(¢, f) depends on the
depth of S, and the position of the projector focal plane,
f. The scale factow; accounts for the BRDF of the scene
point, orientation of the surface with respect to the illumi
nation source and the sensor, and the intensity fall-off.

Global lllumination: The global illumination at a scene
point.S; is due to radiance received from other scene points,
as shown in Figure 1(b). Let,; be the fraction of the di-
rect radiance at the scene poffjtthat reaches;, possibly
after multiple inter-reflections and sub-surface scattgri
Then the global componenf (¢, f) is obtained by adding
the contributions from all other scene points:

dtf= Y.

SjeScene,j#i

mij pj (t) * bj (t, f) . (2)

The total radiance; (¢, f) at.S; is the sum of the direct
and the global components:

ei(ta f) e;’i(tvf)'i_eg(tvf)'

®3)

The termB; (w, f) is the Fourier transform of the defo-
cus blur kernel ab;. This term encodes scene depths and is
independent of global illumination. We defidg (w, f) as
the Fourier transform of thglobal illumination blur kernel
at.S;. The termG;(w, f) encodes the optical interactions
between different scene points via the light transportfcoef
cientsm,;. Thus, the observed blur;(w, f) is a function
of both the blur due to defocuB;(w, f) and the blur due
to global illuminationG; (w, f). Note that this analysis and
the techniques presented in the paper do not make any as-
sumption on the particular form of the blur kernels.

We computeE;(w, f) by taking the Discrete Fourier
Transform of the observed radiance profile. We use the third
coefficient of the DFT ¢ = 3) as a measure of the amount
of blur, as we empirically found it to be the most informa-
tive coefficient. In the rest of the paper, for brevity, wegro
the argument, i.e. E(w, f), G(w, f) andB(w, f) will be
denoted a¥(f), G(f) andB(f) respectively.

4. Invariance of Global Illumination Blur to I1-
l[umination Defocus

In this section, we establish the invariant that the global
illumination blur G(f) is insensitive to the projector focus
setting f. We show this using both real experiments and
simulations. An analytical proof for a particular distritmn
of scene points and symmetric defocus kernels is given in
the technical report [20].

4.1. Validation using Real Experiments

For the purpose of validation, we measwéf) for a
wide range of projector focus settings For a scene point

We compactly write the expression for radiance at sceneS:, We can computér;(f) up to a constant scale factor by

pointS; using Egs. 1, 2 and 3:
ei(t, f) Z mi; p;(t) * b;(t, f).

SjEScene

(4)

We have implicitly included they; term withm,;;. Tak-
ing the Fourier transform of Eq. 4:

Ei(w, f) = P(w) Y _mij exp(—Tw ¢;
Sj

)Bj(waf)v(S)

identifying another scene poiist; which does not receive
any global illumination, and has the same deptKadJsing
Eq. 6 and noting thaB, (f) = B;(f):

Gi(f) Ei(f)
a; Ei(f)’

Experimental Setup: We use a co-located camera-
projector system as shown in Figure 2 (a). Our system con-
sists of a Sony Cineza 3-LCD video projector and a Lumen-
era Lul65Cl2-bit camera. The projector focus setting is

(8)

where, uppercase symbols denote the Fourier transform§&hanged by rotating the focus ring manually. Markings were

of the corresponding lower-case symbols. The variable
represents the frequency. Singgt) is a shifted version

of p;(t), their Fourier transforms have the same magnitude
P(w) and differ only in the phase teraxp(—I w ¢;). Re-
arranging the terms:

Ei(w,f) = P(w) Bi(w, f) Gi(w, f), (6)
) _ B _ ) Bj(wvf)
Gi(w, f) = Zm” exp(—Iw ¢;) 7Bi(w R @)

Sj

2We assume that both incoming and outgoing radiance remastat
within the small solid angles( 1°) subtended by the projector and camera
apertures respectively at the scene point.

made on the focus ring to be able to replicate the focus set-
tings. We use the pattern shown in Figure 2 (b) to illuminate
the scene. This pattern has a perio@épixels in the hori-
zontal direction [23]. For each focus setting, we acqgife
images as the pattern is translated horizontally, one pbael
time. The total number of images acquire@4sx F', where

Fis the number of focus settings used. The acquisition time
is approximately 1 minute per focus setting.

Validation Results: We design experiments to establish
the invariant for both sub-surface scattering and inter-
reflections. For inter-reflections, we construct a V-groove
using two diffuse planes, as shown in Figure 3 (a). We com-
pute E( f) for the scene point for different focus settings,
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Figure 3. Experiments to show the invariance of the glolhahiination blur to the projector focus setting. (a) V-grescene. (b-c) Sample
input images for two out of six focus settings. (d) Blue cui¢he plot of E(f) vs. f at point A (with global illumination). E(f) is
computed by taking the DFT of the radiance profile. Red cusvéhé plot of £(f) at point A with the right plane removed (no global
illumination). (e) Plot of scaled:(f) vs. the focal plane position. This is computed by taking #terof the two curves in (d) as in Eq. 8.
The relative variation ir7( f) is less thar5% across the range of projector settings. (f) Candle Scenk) &mple input images for two
out of eight focus settings. (i) Plot df( f) for points A (red curve - no global illumination) and B (blueree - with global illumination).
(i) Plot of G(f) at point B. The variation ii7( f) is less tharv%.

0.0f

which receives global illumination due to inter-reflecon 11

We repeat the experiment for the same set of focus settings 108 :'S”s‘z’_‘s'jj'fgig"gianermg

by removing the right plane (red colored). In this case, the 106

scene pointd does not receive any global illumination. In 104

Figure 3(d), we plotE(f) for A, both with and without ' —
global illumination. The global illumination blu&(f) is OOQ:

computed by taking the point-wise ratio of the two curves, 0o

according to Eq. 8. For sub-surface scattering, we use a wax 004

candle with the top and the bottom part covered with diffuse 092

reflective paper, leaving the center exposed, as shown in o
Figure 3 (f). We choose a poifit on the exposed part which Focal Plane Position ()

receives global illumination in the form of sub-surfacetsca Figure 4. Invariance ofi(f) to the focal plane positiorf using

tering. PointA, on the same vertical column and lying on simulations. The plot is normalized for scale and offset.

the diffuse paper, is at the same depth as B but receives no L. ) ) :

global illumination. We plotE(f) for A and B in Fig- 4.2. Validation using Simulations

ure 3(i). As before(7(f) at B is computed by taking the We also validate the invariance of global illumination

point-wise ratio of the two curves. blur to projector focus settings using simulations. Thasce
is modeled as a 2D uniform distribution of points. We com-

Two observations can be made from the pldig.st, as puteG(f) according to Equation 7. We test our model for

shown in Figures 3(e) and 3(j), the total variationdit) two cases of the light transport coefficients; : inter-

is less thar7% over the entire range of focal plane posi- rgflectlon and sub_surface scatte_rlng. To account for inten-
tions (0.3m-2.5m). This validates our claim that the global St fall-off, occlusions and multiple bounces, we assume
illumination blur resulting from sub-surface scatteringla  that the transfer coefficients, ; betv;/een two points;; and
inter-reflections is insensitive to the projector focusisgt ~ >j {0 be inversely proportional 7, the §quare-d|stance
Second, we observe that the plots fd#(f), with and with- ~ Petween them. Thus, for inter-reflections:

out global illumination, achieve maxima at the same focal 1 )

plane position, as shown in Figures 3(d) and 3(i). Mg X D%,
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Figure 5. Comparison of the three depth recovery technifjuébe V-groove and the candle scenes. (a, €) Single foaakmlgorithm [23].
(b, f) Two Focal Planes (Section 5.2). (c, g) Multiple Fockdries (Section 5.1). (d) Depth profiles for the V-groove gltme indicated
row. (h) Depth profiles for the candle along the indicatedigoi. The single focal plane algorithm over-estimates thieats blur in the
presence of inter-reflections and sub-surface scattegggting in incorrect depth estimates near the concavitiyfanthe exposed parts of
the candle. On the other hand, the relative RMS error for tgordhms is less than% for the V-groove and less théty for the candle.
The ground truth depths were acquired using a calibraticlmied plane with pre-measured depths.

For sub-surface scattering, the tenm; encodes the ad- The resolution of the depth measure, limited by the num-
ditional exponential decay due to attenuation: ber of focal settings used, is improved by interpolating the
1 focus measure®;(f) between the discrete focal plane set-
Mmij X pa exp(=Dij) (10) tings [16]. As a one time calibration step, we compute a
)

one-to-one mapping between scene depths fanasing a

For validation, we assume a Gaussian model for defocusplanar, diffuse reflective board, whose depths are known a
blur. The spread of the gaussian is given by the distancepriori (see Figure 6 (a)). This mapping, along with the esti-
between the scene point and the focal plane. We samplegmates off, is used to compute the actual depths for a given
100000 scene points from the distribution ovéd0 trials. scene. This algorithm can be considered a dual to the shape-
We compute the average global illumination blur over all from-camera-focus technique, where depths are computed
the scene points for different focal plane positions. Figir by sweeping the camera focal plane across the scene.
shows the simulation results. The global illumination plur )
both due to inter-reflections and sub-surface scattering re 5.2. Depth from two projector focal planes

mains nearly constant across different focus settings. In this algorithm, we compute depths as a function of a

) ) defocus measure defined using only two focal positifins
5. Depth Recovery under Global Illumination and fo. SinceG,(f) is invariant tof, Gi(f1) = Gi(f2).

Based on the invariant derived in the previous section, Using Eq. 6, we define the following ratio measure which is

we present two algorithms for recovering depths in the pres_invariant to global illumination:
ence of global light transport. The first algorithm requiaes - Ei(f2) Bi(f2) (12)

sweep of the focal plane across the scene, acquiring images " Eil(f)  Bifh)

at multiple focus settings. The second algorithm requires . .
P g g N We compute a mapping (monotonic) between scene

only two focus settings. Recall that the blur in the intgnsit . oo
profile measured at a single focal plane setting is a convo-ijpths andy; using a planar calibration board, as shown

lution of both the defocus blur and the global illumination In .Figure 6 (b). This mapping, along with the _estimates of
blur. Thus, we need intensity profiles aleasttwo focal {is used to compute the actual depths for a given scene.

settings in order to separate the two blur kernels. Results: We demonstrate our algorithms on scenes with
. . complex shapes and material properties, and significant
5.1. Depth from multiple projector focal planes global illumination. Figure 5 shows results for the V-greov

In this algorithm, the DFT coefficient&(f) are com- and the candle scenes. The single focal plane algorithm [23]
puted for multiple & 3) focal plane positiong’ spanning over-estimates the _defocus l?lur_du_e to mter-reflectlorqb an
the depth-range of the scene. Since the global illuminationSub-surface scattering resulting in incorrect depth exttis
blur G(f) is invariant tof, the plot of £(f) againstf re- near the concavity and for the exposed parts of the candle.
flects the behavior of the defocus bl f). In otherwords, ~ Our depth from two planes (Section 5.2) and multiple planes
it attains a maxima when the corresponding scene point is(S€ction 5.1) algorithms reconstruct both the shapes accu-
the best in focus. It follows that scene points at the samerately. Theoretically3 focal planes are sufficient for the
depth but receiving different amounts of global illumineti ~ Multiple focal planes algorithm. For robustness, we used
share the same maxima location. Two examples are showri© 8 focal plane positions. Since we compute depths inde-

global-illumination invariant depth measure: candle are reconstructed as well. The ground truth depths in

_ Figure 5 were acquired using a calibration plane with pre-
fi=arg max Ei(f) (11) measured depths.



blur as well. The coefficient$;" (f) and 8; (f) depend
on the defocus blur kernél (¢, f) at .S;. If S; is in per-
fect focus at the focus settinfg 57 (f) = 1ands; (f) = 0.

N N
S @
S} S
N N
S @
S =}

Depth (cms)
=
3
Depth (cms)
g

6.1. Separation using multiple focal planes
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=
)
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In this section, we present a separation technique by

* R e Poz 0% o3 0% o4 o computinge; (f) ande; (f) for multiple focal planes. We
a b) use a qheqker-boarql illumination pattern as in [_15]. Using a
Figure 6. Mappings between (a) scene depths and the focus mea>aussian mEerpoIatl(zn scheme similar to previous segction
suref, (b) scene depths and the defocus meaSure we computee;” ande; , the extrema values of; (f) and

e; (f) respectively. An example plot for a point on the can-

Similar results can be observed in the more complex dle is shown in Figure 8 (a). Note that the curve dor(f)
scenes of Figure 9 and 10. As before, the single plane algo-attains a maximum, while the curve fer (f) attains a min-
rithm over-estimates depths for the candle, and around theémum. The computed images™ ande; are the max and
concavity of the V-groove. See the project web-page [1] for min image respectivelgs if the scene is in perfect focus.
more results and comparisons. The striped artifacts eisibl Thus, we can write the separation equations as:
in the depth maps are due to aliasing of the illumination pat-
tern resulting from limited spatial resolution and nonatle egf = el +05¢f (17)
optics of the projector. The aliasing is mitigated by pre- = = 05¢7 (18)
filtering the pattern before projection. ! !

The direct and global components can then be computed,
6. Direct-Global Separation under Defocus respectively, as{ = ¢ —¢; ande] = 27; .

The algorithm proposed in [15] separates the direct andg 2 Separation using one plane and a depth map
global components of light transport with a single projecto

focal plane position. However, in the presence of defocus ~Here, we present an algorithm to compute separation in
blur, we need more information. Such a situation would the presence of defocus blur using a single focal plane and
arise if the depth range of the scene is larger than the deptt depth map of the scene computed using the techniques
of field of the projector. In this section, we present two al- Presented in Section 5. For a scene péiptthe direct and
gorithms for separating the direct and global components ofthe global component are given using Egs. 13 and 15:

radiance in the presence of defocus blur. The first algorithm + _

uses multiple focal planes, and the second uses a single fo- ed = M , (19)
cal plane along with a depth map of the scene, which can be B = 67 ()

recovered using approaches of the previous section. e = e — e, (20)

First, we derive the separation equations in the presence

of defocus blur. Suppose we use a high-frequency pattern wheree; is the observed intensity when the scene is fully
pi(t) with an equal number of on and off pixels to illuminate lit. The denominator in Eq. 19 encodes the effects of defo-
the scene. Then, following [15], the max-imags,(f), cus blur, and needs to be eliminated in order to recover the
computed by taking pixel-wise maximum, receiggrox- direct and global components. To this end, we build a map-
imately halfthe global component. In the presence of de- ping betweer(ﬁ;“(f) — ﬁi‘(f)) and scene depths using a
focus blur, the illumination pattern gets blurred. However flat diffuse inclined plane with known depths and no global
since the period of the pattern remains the same, this ap-llumination, as shown in Figure 8 (b). For a poff)ton the
proximation still holds. Thus, using Egs. 1 and 3, we write inclined plane, we compute the max and the min images,

the expression for* (f) in the presence of defocus: e, (f) ande; (f) respectively. Then:
e:_(f) = ﬁ:_(f) e;‘i + 0.5 e'g7 (13) ﬁ:—(f)_ﬁr—(f) _ er(f)_e:(f)7 (21)
B = max {pi(t) » bit. )}, (14) er

wheree,. is the intensity atS,. when the plane is fully
lit. If S, andS; are at the same depth, we can substitute for
the denominator in Eq. 19 with Eq. 21, to recover the direct
and global components.

wherea; = ef. Note thate! ande! are the direct and
global components respectivelygtwhen the scene is fully
illuminated. Similarly, we compute the min-image,(f):

e; (f) = B7(f)el + 05¢f, where (15)
B (f) min, { pi(t) * bi(t, f)}. (16) Experiments and results for direct-global separation:
For direct-global separation, we use the same setup as for
These equations are generalizations of the separatiordepth estimation. We illuminate the scene with a checker-
equations given in [15], as they account for defocus board pattern with checkers of sigex 8 pixels. The pattern
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Figure 7. Comparison of the three separation techniques). Ita

put images. The technique in [15] incorrectly estimatesdie
rect component (b, g) and the global component (c, h). Theetir
component is underestimated and the global component is ove
estimated on the planes of the V-groove and on the background
plane in the candle scene. Correct separation using ouipteult
focal planes (d-e) and the single focal plane technique Zgom
intotheimages for details.
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Figure 8. (a) Separation using multiple focal planes. Wematm
the extrema values ef' (f) ande; (f) and use them for separa-
tionin Egs. 17 and 18. (b) Separation using one focal plarep-M
ping between3;" (f) — 8; (f) and scene depths. Given a depth
map of the scene, this mapping is used to recover the coepat s
ration using Egs. 19 and 20.

is shifted5 times by3 pixels in both dimensions to acquire
a total of25 images per focal setting. The max-image and
min-image are computed by simply taking the pixel-wise
maximum and minimum respectively.

Figure 7 shows the separation results for the candle and
the V-groove scene. First, the focal plane was placed in
front of the scene so that the objects are not in focus. The
technique in [15] under-estimates the direct component and
over-estimates the global component on the planes of the V-

groove and on the background plane in the candle scene. In 7]

contrast, our single focal plane algorithm (Section 6.2) re

covers the correct separation, as shown for the candle. No-

tice the differences in the direct component on the back-

ground plane and the global component on the covered por-
tions of the candle. Our multiple focal planes algorithm re-
covers the correct separation as well, as shown for the V-
groove. Notice thglow due to inter-reflections around the
concavity in the global component.

We also consider scenes with large depth variations
(0.3m - 2m), significantly more than the depth of field of
the projector, as shown in Figures 9 and 10. Here, for the
technique in [15], the focal plane was placed in front of the
scene, resulting in incorrect separation on the background
and the polyresin bust in particular, as shown in Figure 9 (f-
g). Our separation algorithms account for the defocus blur,
and recover the correct direct and global components. For
more results and comparisons, see the project web-page [1].

7. Discussion and Limitations

We have studied the interplay between defocused illu-
mination and global illumination and derived an invariant
which can be used to separate the two effects for scene re-
covery. We now discuss some limitations of our approaches.

If a scene point does not see the entire projector aperture,
for example due to occlusions at depth discontinuities, the
illumination defocus kernel at that scene point would be un-
derestimated. As a result, the two/one plane algorithms are
prone to errors close to depth discontinuities. However, th
multiple focal plane algorithms rely on identifying the fo-
cus setting where there is no defocus. Thus, they are more
robust at depth discontinuities (for instance, the wickhef t
candle) as compared to the two/one focal plane algorithms.

Our approaches do not handle perfectly mirrored objects
due to high frequency global illumination. Another chal-
lenging problem is to analyze the effects of volumetricscat
tering and transparency on our techniques. Currently, the
data acquisition process for our algorithms is not reaktim
An avenue of future work is to extend our techniques for
dynamic scenes. Finally, it will be interesting to account
for camera defocus to combine the advantages of our tech-
nigques with those of shape from camera focus/defocus.
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