






https://www.youtube.com/watch?v=Gzt2UoxYfAQ






“However, generalization to 
completely unseen and 

geometrically-diverse objects for 
dexterous manipulation policies 

has been under-explored in  
the community, mostly due to 
the specious belief that such 

generalization is out of reach for 
current RL algorithms.”

“In fact, we show that in the 
context of dexterous 

manipulation, a multi-task policy 
can be a generalist that can 

match the performance of those 
single- task specialist policies.” 



Multi-task Learning 
Objective for the Vanilla Multi-Task Policy
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Optimize the above objective function 
using the DDPG (Deep Deterministic Policy Gradient) algorithm  

with HER (Hindsight Experience Replay)



Multi-task Learning 
with Geometric Information

“To explicitly model the object geometries, we 
propose to learn an object representation 
encoder based on object point clouds.”  

“However, in the presence of many different 
objects, we lack a canonical coordinate frame for 

them, making rotation matrix prediction based on a 
single point cloud an ill-defined problem. We 

resolve this by making the encoder module take as 
input two copies of the same object point cloud. 

The first describes the current orientation at time t 
and the second describes the desired orientation. 
The encoder is tasked with predicting the correct 
class of the object and the relative rotation matrix 

between the two point clouds.” 
  



Multi-task Learning 
for the Geometry Aware Multi-Task Policy



Implementation Details

• Start with OpenAI Gym


• Extend it with YCB and ContactDB datasets

• Proportionally scale each object so it can fit into the palm and be 

touched by fingers

• Filter out similar objects — resulting set has 114 hand-sized objects


• Train a policy for each object individually using single-task RL


• Split objects into 85-object training set / 29-object testing set such 
that training and test sets have similar success rates on average in the 
single-task policy




OpenAI Gym Robot Environments



YCB

ContactDB



More Implementation Details

• State:

• joint angles

• joint velocities

• object position

• object orientation

• object desired orientation

• object velocity

• object angular velocity

• positions and surface normals of 

128 randomly sampled points 
(geometry-aware policy only .. 
points are resampled at each 
tilmestep)

• Action:

• joint angle positions for 20 actuated 

joints of the Shadow Hand (the other 
4 joints are coupled DoF)

• Reward:

• 1 if the orientation is within 0.1 

radians of the desired orientation

• 0 otherwise

• Initialization and goal selection:

• The initial and goal orientation are 

sampled independently and randomly 
about the z-axis for each episode. 




Research Questions

• Can vanilla multi-task policy attain competitive performance 
on a large number of objects? 


• Leveraging object representation, can a single geometry-
aware policy interpolate its experience and outperform 
single-task oracles?


• What are the generalization properties of a geometry- aware 
policy? 



• Can vanilla multi-
task policy attain 
competitive 
performance on a 
large number of 
objects?



• Leveraging object representation, can a single 
geometry-aware policy interpolate its experience 
and outperform single-task oracles?







• What are the 
generalization properties 
of a geometry- aware 
policy?







Results Videos

https://wenlong.page/geometry-dex/



Comparison to Monday’s paper

“A parallel work also studies 
dexterous manipulation on 

a variety of objects [40]. 
However, their approach 
does not condition the 

multi-task learning on the 
object geometric 

representation. Hence, it 
forces the policy to 

discover a common ”
generally” good strategy 
that works across many 

distinct objects of simpler 
shapes but may suffer to 
generalize to objects of 

more challenging 
geometries.”  

https://www.youtube.com/watch?v=HgDgIHTmokE


Differences

• Start and goal:   SO(3) vs. rotations around z-axis

• Objects:  YCB+EGAD vs. YCB+ContactDB

• Environments:  Isaac Gym vs. OpenAI Gym

• Learning algorithms:  PPO vs. DDPG


Which do you like better?









https://www.youtube.com/watch?v=aruVx-Gxc1U


Setup
• 3 tasks:   Flipping, Spinning, 

Rotating


• Collect 30 human 
demonstrations of each task


• flipping — 30s on 
average to 
teleoperate


• spinning — 120 
seconds on average..


• rotating — 150 
seconds on average..




Setup

• Simulation experiments

• Behavior cloning alone (BC)

• PPO alone (no use of demonstrations)

• BCRL (behavior cloning fine tuned with RL)

• DAPG (essentially PPO initialized with BC)


• Real robot experiments

• Behavior cloning alone (BC)

• Nearest neighbor


• state based (INN) 

• vision-based (VINN)



Results - 
Simulation

The policies trained with BCRL and DAPG produced similar results to one another, whereas PPO methods had more 
erratic movements.  

The policies that used demonstrations were also qualitatively better than the teleoperated demonstrations, which 
would often take longer to record and have more abrupt starts and stops.  

Upon visualizing the policies, we noticed that the PPO policies were successful because extreme, random movements 
of the middle and last finger were enough to spin the handle. Whereas the policies learned with demonstrations were 
more ‘human-like’ and smoother.  

Pure behavior cloning (BC) fails on all tasks. Since the number of demonstrations used is relatively small, BC policies 
are unable to remain in the support of demonstration data and fail.



Results - Real Robot

We notice that non-parametric nearest neighbors (INN) outperforms 
parametric behavior cloning approaches across all tasks  



Results - 
Real Robot



Conclusion

first step towards training dexterous robots from 
inexpensive demonstrations  











https://www.youtube.com/watch?v=RPUcKszjqkQ



