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Abstract—The current dominant paradigm for robotic manipulation involves two separate stages: manipulator design and control. Because the robot’s morphology and how it can be controlled are intimately linked, joint optimization of design and control can significantly improve performance. Existing methods for co-optimization are limited and fail to explore a rich space of designs. The primary reason is the trade-off between the complexity of designs that is necessary for contact-rich tasks against the practical constraints of manufacturing, optimization, contact handling, etc. We overcome several of these challenges by building an end-to-end differentiable framework for contact-aware robot design. The two key components of this framework are: a novel deformation-based parameterization that allows for the design of articulated rigid robots with arbitrary, complex geometry, and a differentiable rigid body simulator that can handle contact-rich scenarios and computes analytical gradients from a full Newton-Euler-based robot dynamics system. Our framework, DiffHand, can be applied in both simulation and real world settings.
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Abstract

It is well known that the dynamics of articulated rigid bodies can be solved in $O(n)$ time using a recursive method, where $n$ is the number of joints. However, when elasticity is added between the bodies (e.g., damped springs), a linearly implicit integration, the stiffness matrix in the equations of motion breaks the tree topology of the system, making the recursive $O(n)$ method inapplicable. In such cases, the only alternative has been to form and solve the system matrix, which takes $O(n^3)$ time. We propose a new approach that is capable of solving the linearly implicit equations of motion in near linear time. Our method, which we call RedMax, is built using a combined reduced/maximal coordinate formulation. This hybrid model enables direct flexibility to apply arbitrary combinations of constraints and contact modeling in both reduced and maximal coordinates, as well as mixtures of implicit and explicit forces in either coordinate representation. We highlight Red/Max's flexibility with seamless integration of deformable objects with two-way coupling, at a standard additional cost. We further highlight its flexibility by constructing an efficient internal (joint) and external (environment) frictional contact solver that can leverage bilateral joint constraints for rapid evaluation of frictional articulated dynamics.

NEW: We now have an analytically differentiable version of REDMAX! It now supports fully implicit time integration and the adjoint method for parameter optimization. Please visit the github page!
Co-optimize design and control

Fig. 1. *Left column:* only optimizing the control algorithm using a nominal robot design fails to complete the task; *Middle:* co-optimization of morphology and control results in success; *Right:* pictures of 3D-printed manipulators. Our method outputs designs that are easy to print and assemble.
Make it possible to use analytical derivatives everywhere

Fig. 2. **End-to-end differentiable framework for morphology and control co-optimization.** Blue arrows labeled as $\mathcal{H}, \mathcal{M}, \mathcal{P}$, and $\mathcal{L}$ are hierarchical functions that evaluate the loss function given the high-level morphology parameters, $\psi_c$ and controls, $u$. The corresponding green arrows are the derivatives.
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Fig. 3. Our component database for our manipulators. From left to right: finger base, phalanx segment, finger tip, knuckle, and joint. Each component comes with its own deformation cage. (a) The components in the yellow cages can be deformed arbitrarily with the cage, whereas (b) the components in the green cages can only be expanded along the axis of rotation.
Connectivity

Fig. 4. A joint component and a body phalanx segment component are shown in the figures. We parameterize the articulated components into lower-dimensional parameters $\psi_c$ by posing different deformation constraints on each component and merging their handle points on the connection surface (highlighted in blue in (a) and (b)). We can then freely explore the $\psi_c$ space to change the underlying articulated robot shape (d). The two components come apart from each other and become to be not manufacturable if they are deformed individually and arbitrarily by their associated cages (c).
Diversity of shape space

Fig. 5. **Morphology design space.** The initial morphology of the single finger and the two-finger gripper designs are shown on the left. We randomly sample different parameters for each configuration and show the deformed morphology on the right.
Analytical differentiation: Most of these steps are straightforward to differentiate...

**Hierarchical Design Parametrization**
- High-level Morphology Parameters $\psi_c$
  - Cage Handles $\psi_h$
  - Meshes $\psi_M$

**Simulation Evaluation**
- Simulation Parameters $\psi_p$
  - Inertia, joint locations contact points, etc. (Table II)

**Control**
- Control Sequence $u = (u_1, u_2, ..., u_T)$

**Fig. 2.** End-to-end differentiable framework for morphology and control co-optimization. Blue arrows labeled as $\mathcal{H}, \mathcal{M}, \mathcal{P}$, and $\mathcal{L}$ are hierarchical functions that evaluate the loss function given the high-level morphology parameters, $\psi_c$ and controls, $u$. The corresponding green arrows are the derivatives.
**Fig. 2.** End-to-end differentiable framework for morphology and control co-optimization. Blue arrows labeled as $\mathcal{H}, \mathcal{M}, \mathcal{P},$ and $\mathcal{L}$ are hierarchical functions that evaluate the loss function given the high-level morphology parameters, $\psi_c$ and controls, $u$. The corresponding green arrows are the derivatives.

\[
\frac{\partial \mathcal{L}}{\partial u} = \frac{\partial \mathcal{L}}{\partial \psi_p} \frac{\partial \psi_p}{\partial \psi_c} \quad \text{and} \quad \frac{\partial \psi_p}{\partial \psi_c} = \frac{\partial \psi_p}{\partial \psi_M} \frac{\partial \psi_M}{\partial \psi_h} \frac{\partial \psi_h}{\partial \psi_c}.
\]

Parameters available to the optimizer
Contacts are made differentiable using signed distance functions

To solve this, we use a signed distance field augmented with derivative information. This distance field is attached to the manipulated object, which we assume is rigid. Let the generalized coordinates of the robot and the manipulated object be \( q_b \) and \( q_o \), respectively, and the generalized velocity be \( \dot{q}_b \) and \( \dot{q}_o \), respectively. Then the world position and velocity of the contact point \( C_b \) on the robot body are computed as \( \mathbf{x}(q_b, C_b) \) and \( \dot{\mathbf{x}}(q_b, \dot{q}_b, C_b) \). Using this world point, we query the signed distance function attached to the manipulated object, which gives us the following quantities:

\[
\begin{align*}
  d, \dot{d} & \quad \text{penetration distance and speed} \\
  \mathbf{n} & \quad \text{contact normal} \\
  \mathbf{t} & \quad \text{tangential velocity}
\end{align*}
\]

as well as the derivatives of these quantities with respect to \( q_b \), \( q_o \), and \( C_b \).
Solve for design and control using L-BFGS-B

Baselines We adopted the following three baseline algorithms for comparison.

1) ES: Evolutionary strategy is widely used to search for optimal design and control parameters for robots \([14, 36]\). We tried various ES algorithms in the open-sourced Nevergrad library \([43]\) and found that the \((1 + 1)\)-ES \([5, 44]\) algorithm and CMA-ES \([23]\) work best on the proposed tasks.

2) RL: Luck et al. \([34]\) is one of the state-of-the-art morphology and control co-optimization approaches using sample-efficient reinforcement learning (soft actor critic, SAC) algorithm and particle swarm optimization. We used their released implementation as a baseline.

3) Control Only: In this algorithm, we freeze the morphology parameters and only optimize the control sequence with L-BFGS-B.
Fig. 7. **Optimized designs and controls for four manipulator tasks.** (1) *Finger Reach.* (2) *Flip Box.* (3) *Rotate Rubik’s Cube.* (4) *Assemble.* More visual results are provided in the supplementary video.
1) **Finger Reach**: In this task, the finger's base is mounted on the wall, and the finger is required to reach four scattered target positions in the space in sequence. The initial design of the finger is not long enough to reach two of them. Thus it requires the algorithm to optimize to finger to be longer in order to reach all four points. The cost $\mathcal{L}$ of this task is computed by:

$$
\mathcal{L} = \sum_{t=1}^{T} c_u \|u_t\|^2 + c_p \|p_t - \hat{p}_t\|
$$

with $c_u = 0.1$, $c_p = 10$
2) *Flip Box:* This task requires the finger to flip a heavy box by 90° and be as energy-efficient as possible. The bottom front edge of the heavy box is attached to the ground with a revolute joint. This task is more difficult than the previous one since the finger needs to interact with the box, which involves a rich amount of contacts and requires leverage of the contact force to flip the heavy box. The cost of this task is computed by:

\[ \mathcal{L} = \sum_{t=1}^{T} c_u \| u_t \|^2 + c_{touch} \| p_t - p_{touch} \|^2 + c_{flip} \| \theta_t - \frac{\pi}{2} \|^2 \]

with \( c_u = 5, c_{touch} = \begin{cases} 1 & t < T/2 \\ 0 & t \geq T/2 \end{cases}, c_{flip} = 50 \)

where \( u_t \in [-1, 1] \) is the action at time \( t \), \( p_t \) is the finger tip position at time \( t \), \( p_{touch} \) is a point on the back surface of the box, and \( \theta_t \) is the rotation angle of the box at time \( t \). The second term is designed to encourage the manipulator to touch the box and provide some simple heuristics of solving the task.
3) *Rotate Rubik’s Cube:* The finger is required to rotate the top layer of a Rubik’s cube by 90°. The bottom of the Rubik’s cube is fixed on the ground. In this task, there is no clear heuristics in the objective function to guide the finger to touch a specific place on the cube, so the finger needs to be optimized to find the correct strategy. The cost of this task is defined by:

\[
\mathcal{L} = \sum_{t=1}^{T} \left( c_u \| u_t \|^2 + c_{\text{touch}} \| p_t - p_{\text{cube}} \|^2 \right) + c_{\text{rotate}} \| \theta_T - \frac{\pi}{2} \|^2
\]

where \( u_t \) and \( p_t \) are same as previous tasks, \( p_{\text{cube}} \) is the center of the Rubik’s cube, and \( \theta_T \) is the rotation angle of the top layer of the cube at the last time step.

with \( c_u = 5, c_{\text{touch}} = 0.1, c_{\text{rotate}} = 1000 \)
4) **Assemble**: In this task, two fingers need to collaborate together to push and insert a small box into its movable mount. The box and the hole on the mount have similar sizes, making the task much more challenging and requiring high-accuracy manipulation. Moreover, the movable mount needs to stay as close as possible to the original position to mimic a restricted working platform environment. The two fingers are mounted on a manipulator base that is allowed to move in the horizontal plane. The cost of this task is computed as:

\[
\mathcal{L} = \sum_{t=1}^{T} c_{\text{mount}} \|p_t^M - p_0^M\|^2 + c_{\text{touch}} (\|p_t^{\text{left}} - p_t^M\|^2 + \|p_t^{\text{right}} - p_t^{\text{box}}\|^2) \\
+ c_p \|p_t^{\text{box}} - p_{\text{hole}}\|^2 + c_{\text{rotation}} \|\theta_t^M - \theta_t^{\text{box}}\|^2
\]

with \(c_{\text{mount}} = 15, c_{\text{touch}} = 1, c_p = 5, c_{\text{rotation}} = 50\)

where \(p_t^M\) is the position of the movable mount at time \(t\), \(p_t^{\text{left}}\) and \(p_t^{\text{right}}\) are the finger tip positions of left finger and right finger at time \(t\), \(p_t^{\text{box}}\) is the position of the small box at time \(t\), \(\theta_t^M\) and \(\theta_t^{\text{box}}\) are the rotation angle of the mount and the box. The first term is used to penalize moving the mount too far away from the original place, the second term is designed to encourage the fingers to touch on the objects (but not indicate any specific position on the object), and the third term and the last term together is to measure how well the box is inserted into the mount.
Results

Fig. 6. Optimization curves comparison. We run all the methods on all tasks 5 times with different random seeds. Mean and standard deviation in the loss objective are reported. The horizontal axis of each plot is the number of simulation episodes, and vertical axis is the objective loss value. L-BFGS-B optimization can terminate early once it satisfies the termination criterion. For better visualization, we extend the actual learning curves that use L-BFGS-B horizontally using dotted lines. We also smooth out the curves with a window size of 10.
Results show benefit to analytic differentiation

Fig. 6. Optimization curves comparison. We run all the methods on all tasks 5 times with different random seeds. Mean and standard deviation in the loss objective are reported. The horizontal axis of each plot is the number of simulation episodes, and vertical axis is the objective loss value. L-BFGS-B optimization can terminate early once it satisfies the termination criterion. For better visualization, we extend the actual learning curves that use L-BFGS-B horizontally using dotted lines. We also smooth out the curves with a window size of 10.