The Promise and Perils of Big Data
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Some Slides from A. Efros and A. Torralba



Why do we need data?

Most problems in vision are ambiguous and
hard.

« 2D -> 3D
» Segmentation/Edges




5o, how do we solve these problems?

* Magic of data !

 Use data to learn better likelihoods: how
things look like.

» Use data to learn priors of what is more
likely than others.

But how much data do we need?



The extremes of learning

Extrapolation problem Interpolation problem
Generalization Correspondence
Transfer learning Finding the differences

Current Datasets \

| | | | | | | > 0O

1 10 102 103 104 106-7 1010 Number of
training

~— samples




So how much data does humans use?



What's the Capacity of Visual Long Term Memory?

What we know... What we don’t know...
. what people are remembering for
' ?
Standing (1973) each item:

10,000 images Ty Acconding o Sunding

o s “Basically, my recollection is that we just
8 3 /0 Recog n Itl on e — separated the pictures into distinct thematic

T categories: e.g. cars, animals, single-person, 2-
= ~  people, plants, etc.) Only a few slides were

S=———ell: lected which fell i h ,and th
... people can m; wore visually distinets oV ANE e
remember thousands - =———

of images

High Fidelity Visual
Memory is possible iing Bauds
(Hollingworth 2004)

“Gist” Only Sparse Details Highly Detailed

Slide by Aude Oliva



Massive Memory |: Methods

1-back 1024-back

-1 @8 I 2 e

Showed 14 observers 2500 categorically unique objects
1 at a time, 3 seconds each

800 ms blank between items

Study session lasted about 5.5 hours

Repeat Detection task to maintain focus

Followed by 300 2-alternative forced choice tests

Slide by Aude Oliva
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how far can we push the fidelity of visual LTM representation ?

Same object category, different instance

Slide by Aude Oliva



how far can we push the fidelity of visual LTM representation ?

Same object, different states

~

g e
v - - ap :
\. ; \J"ll‘\‘l“"l"" k‘\ ‘s Wil o r

Slide by Aude Oliva



Percent Correct

Massive Memory |: Recognition Memory Results
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Percent Correct

Massive Memory |: Recognition Memory Results
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Extrapolation of Repeat Detection Data

100 Human performances for n = 1024

/

Quadratic (r’=.988)

Power law
(r*=.988)

Percent Correct
O,
o

false alarm
rate 1%

0 32 1024 32,768 768,000

Number of Intervening Items (n)

Brady, Konkle, Alvarez, Oliva (submitted) Sl]de by Aude Ohva



how much data does computer vision
researchers use?
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10’

images

wre 4, This figure provides a high quality reproduction of the six images discussed in the text, (a) and (8) were
taken with a comsiderably moedified Information International Incorporated Vidissector, and the rest were
taken with a Telemation TMC-2100 vidicon camera attached 1o a Spatial Data Systems digitizer (Camera
Eye 108). The full dynamic range from black to white is represented by 266 grey-levels. The images repro-
duced here were created by an Optronics P13ohPhotowriter from intensity arrays that measured 128 ele-
ments square. This size of intensity array corresponds to viewing a 1 in square at 3 {t with the human retina.

Ihe image of the period at the end of this sentence probably covers more than 40 retinal receptors. The Marr’ 1 976

reader should view the images from a dstance of about 5 ft when asessing the performance of the programs,
- . . . . . . w . . . A A



10”

images



The faces and cars scale 10”

images

Bl AR RS

In 1996 DARPA released 14000 images,
from over 1000 individuals.




The PASCAL Visual Object Classes

In 2007, the twenty object classes that have been selected are:

Person: person
Animal: bird, cat, cow, dog, horse, sheep
Vehicle: aeroplane, bicycle, boat, bus, car, motorbike, train

Indoor: bottle, chair, dining table, potted plant, sofa, tv/monitor

M. Everingham, Luc van Gool , C. Williams, J. Winn, A. Zisserman 2007



10”

images




10°

images




Caltech 101 and 256  m=

e

e Griffin, Holub, Perona, 2007
Fei-Fei, Fergus, Perona, 2004



Lotus Hill Research Institute image
Corpus

W P Bods (Part)
\‘— \'.\p
by >
\\ //
—~— o ) o/
N T,

Tadl (Pant) Ha (Pxt) Foce | Pant) Paw (Pan1) ‘

Body | Pat) Wheel (Part

Figure 5: Two examples of the parse trees (cat and car) in the Lotus Hill Research Institute image corpus. From [87].

L.Y. Yao, X. Yang, and S.C. Zhu, 2007



LabelMe 10°
Images
mw PR QP @ ol 9 = seeeo r

Legen Crom Male 30 Wplond image Show e ancthes imsge . Thare aoe 416543 labsliad cbypects

’ _— ' ‘ Polygons in this image s

Tool went online July 1st, 2005
530,000 object annotations collected

Labelme.csail.mit.edu

B.C. Russell, A. Torralba, K.P. Murphy, W.T. Freeman, IJCV 2008



Quality of labeling

« () TNTC Yy =0 T D
7@ 120 21@ Boat GQ 9@ 14 i l
Person
1@ 2E 52?@ 11@ 2(Z> 36@
Tree

1 3 168 6 8 11
oo Y0 TN Y w ] ] O
10 15 7 8 1
I B B N |
=0 1 T =0 17T 1
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Average labeling quality
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Extreme labeling




The other extreme of extreme labeling

... things do not always look good...




Creative testing

$490 0 =0

- Y
Theve we 148302 istmtont ctymits ;
_— Edit/delete object
U pour mouss 50 chck mound Be
Boundar, of Loms gt 0 TG mage

Vi il Do B S0had 10 rtir T Aams
GG gl (Enanglit (o waiow)

G Sad

shpid becke

‘




Scene and object biases

10

10

Counts
=

10'

10° 10

Frequency rank

3

1000

8

Counts

10

10

100
Frequency rank

unigram
bigram
4-gram
8-gram

1000

Wndow 25741 Car (20304 Tree(17526) Bulidi 16252 Perwn(13176) Head (8762 Sky (7080)
Leg (5724) Road (5243: (4778i Sidewalk i47?1: Wall (45 Sign (458 7) Planl id !Chaari I
ﬂ \’f

Door (4041)  Table (3970) Torso (3101) Mountain (2750) Streetlight (2414) Wheel (2314) Cabinet (2080)

A Yoy .j

building, road, sky, tree (351) ground, path, sky, tree (30) chair, floor, table, wall (34)

pt 0

building, road, sidewalk, tree (111) mountain, sand, sea, sky (35)

e

building, river, sky, tree (16) building, grass, sky, tree (49)

bed, floor, wall, window (29)

ceiling, door, floor, wall (19)
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10™"

images

Things start getting out of hand



Collecting big datasets 10"

images

« ESP game (CMU

Luis Von Ahn and Laura Dabbish 2004

« LabelMe (MIT)

Russell, Torralba, Freeman, 2005

» StreetScenes (CBCL-MIT)
Bileschi, Poggio, 2006

«  WhatWhere (Caltech)

Perona et al, 2007

e PASCAL challenge
2006, 2007

e Lotus Hill Institute
Song-Chun Zhu et al, 2007

« 80 million images
Torralba, Fergus, Freeman, 2007




80.000.000 images 10°"

75.000 non-abstract nouns from WordNet 7 Online image search enginesimageS

A sk . Cydral

R —— Google

mol . %"l’ ,';L-.‘__- e Ao pfé'.s\earch’. altﬁa'
m-..g-"!%«r X TF5 flickr

m'?i.l.. ’L_Lz.. ......T”’,""'"i

And after 1 year downloading images

Google: 80 million images &

A. Torralba, R. Fergus, W.T. Freeman. PAMI 2008



IMJS&GE 10"

- An ontology of images based on WordNet**

* ImageNet currently has
— 22,000+ categories of visual concepts

— 15 million human-cleaned images (~700im/
categ)

—1/3+ is released online @ www.image-net.org
shepherd dog, sheep dog

animal
collie German shepherd

B
~10°+ nodes gE
~108+ images \ m!ﬂ

Deng, Dong, Socher, Li & Fei-Fei, CVPR 2009




amazonmechanical turk

|

( Your Account b

Already have an account?
Qualifications Sign in as 8 Worker | Requester

Introduction | Dashboard | Status | Account Settings

Mechanical Turk is a marketplace for work.
We give businesses and developers access to an on-demand, scalable workforce.
Workers select from thousands of tasks and work whenever it's convenient.

216,070 HITs available. View them now.

Make Money
by working on HITs

HITs - Human Intelligence Tasks - are individual tasks that
you work on. Find HITs now.
As a Mechanical Turk Worker you:

® Can work from home
® Choose your own work hours
® Get paid for doing good work

Find an
interesting task

Q@@

or [earn more about being a Worker

FAQ | Contact Us | Carcers at Amazon | Developers | Press | Policies
©2005-2010 Amazon.com, Inc. or its Affiliates

Get Results
from Mechanical Turk Workers

Ask workers to complete HITs - Human Intelligence Tasks - and
get results using Mechanical Turk. Reqister Now

As a Mechanical Turk Requester you:

® Have access to a global, on-demand, 24 x 7 workforce
® Get thousands of HITs completed in minutes
® Pay only when you're satisfied with the results

Fund your Load your Get
account

()

An amazoncom. company



Labeling for money

amazonmechanical turk

. Brya~ C Russell | | |
amazonmechanical turk
Your Account HITs Qualfications " ie now
All MITs | MITs Avallable To You | MITs Assigned To You
MITs - 0.00 (%0
Yimer: 00:00:13 of 60 minutes Finighod with this MIT? Lot somecne olse do it? Total Earned: $0.01

Return W1 Total HITs Submitted: 12

Agtomatically accept the maat NIT
‘ubdﬂe: Label cbjects n this image

Requester: Beyan C Russell Reward: $0.01 per HITY MITs Available: 269 Duration: 60 minutes
Qualifications Required: Nene

Please label as many objects as you want in this image. Scroll down to see the entire image.

Alexander Sorokin, David Forsyth, "Utility data annotation with Amazon
Mechanical Turk", First IEEE Workshop on Internet Vision at CVPR 08.
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1 08-11

images

@ Images | Cydral
Goo

websh@its -mses«»rengle

pé';xearcr\m alt%a'

flickr




Datasets in perspective

Number of images on my hard drive: 104

Number of images seen during my first 10 years: 108
(3 images/second * 60 * 60 * 16 * 365 * 10 = 630720000)

Number of images seen by all humanity: 1020

106,456,367,669 humans’ * 100 years * 3 images/second * 60 * 60 * 16 * 365 =
1 from http://www.prb.org/Articles/2002/HowManyPeopleHaveEverLivedonEarth.aspx

Number of all 32x32 images: 107373
256 32°32*3 ~ 1()7373

PASCAL
L2

flick
Go 8{

v

Number of
samples




When do we need big data?



Two Kinds of Things in the World

Navier-Stokes Equation "E‘M"&- -Mf@?’-mbl-“w-ﬂf Wt weather
()u S S O Y W A + location
m —(u- V)u+oViu - —ITp +f peiudn s PN +
T

pomitwhaerat B



Lots of data available

flickr. oo iia

° ou Organize & Croate Contacts Groups Explore

Search Photos  Groups Pecple

J Full Text | Tags Ony
[ Everyone's Upioads 8] tree bark ACvanco¢ Searc?

Sort: Relevant Recent  Interesting

Shceshow




“Unreasonable Effectiveness of Data”
[Halevy, Norvig, Pereira 2009]

- Parts of our world can be explained by
elegant mathematics:

— physics, chemistry, astronomy, etc.
- But much cannot:

— psychology, genetics, economics,... visual
understanding?

- Enter: The Magic of Data

— Great advances in several fields:
* e.g. speech recognition, machine translation, Google



Unreasonable Effectiveness of Data

Simple Algorithms (Dumb) + Lot of Data
are better than Complicated algorithms

Example: Machine Translation
Example: Texture Generation



Machine Translation



Step 1: Source Sentence Chunking

. Segrc1|1ent source sentence into overlapping n-grams via sliding
window

» Typical n-gram length 4 to 9 terms
« Each term is a word or a known phrase
« Any sentence length

SI S2 S3 S4 S5 S6 S7 S8 S9

Slide by Jaime Carbonell



Step 2: Dictionary Lookup

« Using bilingual dictionary, list all possible target translations for
each source word or phrase

Source Word-String

v v v v v

[ Inflected Bilingual Dictionary ]
| | | |

vy VvV VvV VvV Vv

Target Word Lists

Flooding Set

Slide by Jaime Carbonell



Step 3: Search Target Text

e Using the Flooding Set, search target text for word-strings containing one word from
e cach group

Flooding Set

* Find maximum number of words from Flooding Set in minimum length word-string
— Words or phrases can be in any order

— Ignore function words in initial step (T5 is a function word in this example)

Slide by Jaime Carbonell



Step 3: Search Target Text (Example)

Flooding Set
| T \
T3-b T2-d T6-c
Target Corpus /V
yd
Target 4
Candidate 1

Slide by Jaime Carbonell



Step 3: Search Target Text (Example)

T2-a T4-a T5-a
T2-b

T3-BN\ 4
Flooding Set T3-c /

[2Re

Target Corpus ] \
A A

/’ T4-a T6-b T2-c T3-a
P

Target
Candidate 2

4

Slide by Jaime Carbonell



Step 3: Search Target Text (Example)

Flooding Set

Target Corpus

Target
Candidate 3

-~

A4

T3-c T2-b T4-e T6-a

4

Reintroduce function words after initial match (e.g. T5)

Slide by Jaime Carbonell



Step 4: Score Word-String Candidates

« Scoring of candidates based on:
— Proximity (minimize extraneous words in target n-gram = precision)
— Number of word matches (maximize coverage = recall))
— Regular words given more weight than function words
— Combine results (e.g., optimize F, or p-norm or ...)

Target Word-String Candidates Total Scoring

T3-b T2-d T6-c I 3rd

T4-a T6-b T2-¢cT3-a = o = = ==

T3-c T2-b T4-e T6-a  |===—=—=—====f--.

Slide by Jaime Carbonell



Step 5: Select Candidates Using Overlap
(Propagate context over entire sentence)

Word-String 1
Candidates

Word-String 2
Candidates

Word-String 3
Candidates

T(x1)

T2-d T3-¢ T(x2) T4-b

T(x2)

T4-a T6-b T(x3) T2-c

T3-b T(x3) T2-d T(xS)

T(x6) T6-c

T4-a T6-b T(x3) T2-¢ T3-a

T6-b T(x11)

T2-¢ T3-a T(x9)

T6-b T(x3)

T2-c T3-a T(x8)

Slide by Jaime Carbonell



Step 5: Select Candidates Using Overlap

Best translations selected via maximal overlap

T(x2) T4-aT6-bT(x3)  T2-c |

Alternative 1 T4-a T6-b T(x3) T2-c T3-a

T6-b T(x3) T2-¢ T3-a T(x8)

T(x2) T4-aT6-bT(x3)  T2-c T3-a T(x8)

T(x1) T3-c T2-b T4-e T5-a T6-a T(x8)

Slide by Jaime Carbonell



A (Simple) Real Example of Overlap

Flooding = N-gram fidelity

Overlap = Long range fidelity

a United States soldier
N-grams ; ; ;
generated J United States soldier died
from soldier died and two others
Flooding
_ died and two others were injured

two others were injured Monday

N-grams connected via
Overlap

a United States soldier died and two others were injured Monday

Slide by Jaime Carbonell



Texture Synthesis



Texture Synthesis




Classical Texture Synthesis

Novel texture

Synthesis

Parametric
Texture
Model

—— This is hard!

Analysis

Sample texture



Throwing away too much too soon?

Tl P
input texture synthesized texture




Non-parametric Approach

Novel texture

Synthesis

Analysis

Sample texture



[Efros & Leung, '99, Efros & Freeman ‘01]




Texture Growing

CRERES
2=



50, how do we use big data?



Two ways to use Lots of Data

Brute Force Vision: Find
that needle in the
haystack and disregard the
rest (a.k.a. KNN)

See what different subsets
of data think of you



KNN matching is great...

* because we live in a (mostly) boring
world!
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A. Torralba, R. Fergus, W.T.Freeman. PAMI 2008



790,000

A. Torralba, R. Fergus, W.T.Freeman. PAMI 2008



Lots
Of

Images

Target

790,000 7.900

79,000,000




Automatic Colorization Result

Grayscale input High resolution

A. Torralba, R. Fergus, W.T.Freeman. 2008



iIm2gps

Instead of using objects labels, the web provides other kinds of metadata associate
to large collections of images

Figure 2. The distribution of photos in our databasc. Photo locations are cyan. Density is overlaid with the jet colormap (log scale).

20 million geotagged and geographic text-labeled images

Hays & Efros. CVPR 2008



i ng pS Hays & Efros. CVPR 2008
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Original Image Input Criminisi et al. MS Smart Erase

Instead, generate proposals using millions of images

16 nearest neighbors output
(gist+color matching) Hays, Efros, 2007



With a good image similarity
and a lot of data...

o C Nearest neighbors

- -
. * # = |

L£ Hays, Efros, Siggraph 2006
Russell, Liu, Torralba, Fergus, Freeman. NIPS 2007



With a good image similarity
and a lot of data...
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Russell, Liu, Torralba, Fergus, Freeman. NIPS 2007



While many scenes are boring...

Slide by Antonio Torralba



Some scenes are unique




Dealing with sparse data (rare scenes)

e better similarity



Medici Fountain, Paris

83



Google

images

Search by image

Drop image here

= Move |

Watch a short video to learn more.

84



GOUSIQ BB medici_summer jpg > luxembourg gardens
Search About 2 results (0.29 seconds)

Image size:
1024 x 829

Everything
I Images
Maps
Videos
News
Shopping

More

85



(winter)

1S

Fountain, Pari

ici

Med

86



GOL )gle B medici_winter.png > luxembourg gardens

Search About 2 results

Image size:
Everything 713 x 600
Images
Maps

Videos

News

Shopping

More

87
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GO\ lgle !painting.png X describe image here
Search

Image size

Eventhing $l 319 x 482

Images 1
I & No other sizes of this image found

Maps

Videos
News
Shopping

More

e TN . :
AR PONT

89
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Google &' medici_sketch.bmp % describe image here @

Search About 2 results (0.29 seconds)

Image size:

Everything 443 x 482

Images
9 No other sizes of this image found.

Maps

Videos
News
Shopping

More

91



OUR GOAL

92
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Input Query

v

— -

Top Matches



Input Query

Top Matches

95



Input Query

Top Matches

96



IMPORTANT PARTS?

Input Query Important Parts

97



Top Matches

Input Query

98






Search using Images

Input Query

)V'

ua.&aﬁ‘”’)

Y

T dﬂ"ét.r
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.514:,.‘, ! ,! c! i

Top Matches 100



Search using Sketches

101



Search using Paintings

| ) Sl A‘ ’ 4 ! LY UL
' . - J 24100 e i 00 O
.' - ‘: — -..\ - e= . e "." :l - "Q' -
Input Painting Top Matches

102



Search using Paintings

2 /:‘.pM&« R T
Input Painting

103



Dealing with sparse data (rare scenes)

e better similarity

e better alignment
— e.g. reduce resolution, sifting, warping, etc.



Matching scenes

Two images taken from the same scene
category, but different instances

« Contain different objects with different
scales, perspectives and spatial location




Image representation

_/;_':—l'a.?';‘:\f % %
7 indp







Scene parsing results

Wivee
L_isveengn
|2

W ovaan
I
=
[aress
[Ces
W
|

Wil

11114

4

Best match Annotation of Warped best Parsing result Ground truth
best match match to query

Query



Prediction



Dealing with sparse data (rare scenes)

e better similarity

e better alignment
e €.8. reduce resolution, sifting, warping, etc.

e Use sub-images (primitives) to match
e Allows matching from multiple images



Predicting Surface Normals
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Matching
Parts




Matching
Parts




Matching
Parts




Dealing with sparse data (rare scenes)

e better similarity
e better alignment
e Use sub-images (primitives) to match

e Understand the simple stuff first

— e.g. tracking via recognition, background
subtraction, “object pop-out”, etc.



Recognize when it's easy!

People take on a variety of poses, aspects, scales

selt-occlusion rare pose motion blur

non-distinctive pose too small justright
detect this

Ramanan, Forsyth, Zisserman, 2004



Guess structure

1=

\___ i/w
/

/vZ\\/ L

L
ST

i L
David C. Lee, Martial Hebert, Takeo Kanade, CVPR’09



Guess structure
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David C. Lee, Martial Hebert, Takeo Kanade, CVPR’09



Subtracting away structure

Structure Objects

s

T inal =
e,

Wall appearance modeling

David C. Lee, Martial Hebert, Takeo Kanade, CVPR’09



Dealing with sparse data (rare scenes)

e better similarity

e better alignment
— e.g. reduce resolution, sifting, warping, etc.

e segment into chunks
— e.g. segmentation for recognition approaches

o get rid of simple stuff first

— e.g. background subtraction, “object pop-out’,
etc.

* Moving away from kNN methodology...

e Use data to make connections

— e..g The Memex, manifold learning, data
association, subpopulation means, etc.



Memex - Knowledge Graph

Input Image Visual Memex




Manifolds

* Images are high dimensional: A 64x64
image is 4096 dimensional vector.

» But the possible images are much less!

* |s there a subspace where the set of
images lie?



manifolds in vision
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manifolds in vision
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reasonable distance metrics
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reasonable distance metrics

linear interpolation
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reasonable distance metrics

manifold interpolation
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reasonable distance metrics




reasonable distance metrics




Some observations about data collection



Object distributions

Counts (number of images/class)
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SUN database
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The first 9 objects account for 50% of all training examples
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Rare objects are similar to
frequent objects

chair

300
acha_ir

N
|
o

Swivel chair
: 2

n
o
o

Dec chair

Number of training examples

150 “
100 =
50
R P T R PP R R
}1“2.‘. ‘!}5. ?’% Ly ; Li : }-‘sg:." H 3‘! ) gis-l’ BTl i ﬁ""l’?‘g*%g'lix! .; ;,-z‘g : ?}:i ft ;i:ﬁ ;.;"x‘:ni/} f;ié E,‘,}%?" g Tl E-{{:fé;}?ﬁ{ﬁ ??”
. 3 il i - T T 18 s
' ' P it

Classes sorted by frequency

Salakhutdinov, Torralba, and Tenenbaum, CVPR, 2011



Rare objects are similar to
frequent objects
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Some bias comes from the way the data is collected
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WHAT BIAS? | AM A

SURE THAT MY
MSRC CLASSIFIER

WILL WORK ON ANY

DATA!
/

1. Denial

GF COURSE THERE IS
BIAS! THAT"S WHY
YOU MUST ALWAYS
TRAIN AND TEST ON

QHE SAME DATASET.

2. Machine Learning

=

RECOGNITION IS
HOPELESS., IT WILL
NEVER WORK. WE WILL
JUST KEEP OVERFITTING

TO THE NEXT DATASE TJ

3. Despair

(" BIAS IS HERE TO
STAY. SO WE MUST
BE VIGILANT THAT
OUR ALGORITHMS

DON'T GET

“'\

\ DISTRACTED BY IT.

4. AcceBtance



“Name That Dataset!” game

Caltech 101
Caltech 256
MSRC
UIUC cars

Tiny Images
Corel
PASCAL 2007
LabelMe
COIL-100
ImageNet

15 Scenes
SUN’09




SVM plays “Name that dataset!”



SVM plays “Name that dataset!”
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SVM plays “Name that dataset!”
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Datasets have different goals...

* Some are object-centric (e.g. Caltech,
ImageNet)

« Otherwise are scene-centric (e.g.
LabelMe, SUN’Q9)

* What about playing “name that dataset”
on bounding boxes?



Cross-Dataset Generalization

1oy

Classifier trained on MSRC' cars
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