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Problem

 “Is it possible to learn visual object classes simply from looking at 

images?”

 Given a collection of images that are unlabeled, discover object 
categories and segmentations automatically



Background

 General Approach

 Segmentation

 Visual Words

 Clustering

 K-means



Background

 Visual Words

 Visual Synonyms and Polysemy

 No spatial information



Multiple Segmentations

 None of the segmentations are perfect

 There are some segments that are okay

 “all good segments are alike, each bad segment is bad in its own way.” 



Algorithm

 Starting with a set of unlabeled images

1. Compute multiple candidate segmentations using Normalized-Cuts

2. Compute a histogram of visual words for each segmentation

3. Perform topic discovery using Latent Dirichlet Allocation treating each 

segment as a document

4. For each topic sort all segments by how well they describe the topic



Multiple Segmentations

 Segmentation algorithm isn’t the most important

 Use normalized cuts:

 Vary number of segments and image scale





Topic Discovery

 Representing Segments

 Use a standard statistical text analysis technique

 Probabilistic Latent Semantic Analysis

 Latent Dirichlet Allocation

 Introduce topic as a latent variable



pLSA

 𝑃 𝑤𝑖 𝑑𝑗 =  𝑘=1
𝑘 𝑃 𝑧𝑘 𝑑𝑗 𝑃(𝑤𝑖|𝑧𝑘)

 Convex combination of topic 

vectors

 Each document is modeled as 

a mixture of topics



Latent Dirichlet Allocation

 𝑃 𝑤 𝜙, 𝛼, 𝛽 =   𝑝 𝑤 𝑧, 𝜙 𝑝 𝑧 𝜃 𝑝 𝜃 𝛼 𝑝 𝜙 𝛽 𝑑𝜃

 LDA treats 𝑃(𝑧|𝑑) as latent random variables

 Samples weights from a Dirichet distribution

 Reduces overfitting

 𝑃(𝜃|𝛼) and 𝑃(𝜙|𝛽)

 Parameterized

 Use Gibbs sampling



Sorting Segments

 How to find good segments in each topic?

 Compare visual words histograms with the learned multinomial 

weights

 Sort based on Kullback-Leibler divergence

 𝐷𝐾𝐿(𝑃(𝑤|𝑠, 𝜙𝑠)||𝑃 𝑧, 𝜙𝑡 )





Results

 Datasets

 Caltech

 4090

 4 categories

 MSRC

 4325 images

 23 objects and scenes

 LabelMe

 1554 images

 Cars, buildings, trees



Caltech: 10 Topics



MSRC:

25

Topics



LabelMe: 20 Topics



Raw Numbers

MSRC Precision LabelMe Segmentation Score



Discussion


