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Course announcements

• Homework 3 is out.
- Due October 12th.
- Shorter, but longer bonus component.

• Homework 4 will involve making some substantial use of a camera
- Sign up to borrow one of the DSLRs we have for class.
- You can work in teams of two (but each needs to submit their own homework).

• Wednesday we have our first guest lecture
- Ravi Mullapudi will tell us about high-performance image processing



Overview of today’s lecture

• Our devices do not match the world.

• High dynamic range imaging.

• Tonemapping.

• Some notes about HDR and tonemapping.



Slide credits

Many of these slides were inspired or adapted from:

• James Hays (Georgia Tech).
• Fredo Durand (MIT).
• Gordon Wetzstein (Stanford).
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Our devices do not match the world
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The world has a high dynamic range

10-6 106

adaptation range of our eyes

common real-world scenes



(Digital) images have a low dynamic range

pure black pure white

Any guesses about the dynamic range of a standard 0-255 image?



(Digital) images have a low dynamic range

pure black pure white

Any guesses about the dynamic range of a standard 0-255 image?

about 50x 
brighter



(Digital) images have a low dynamic range
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(Digital) images have a low dynamic range
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(Digital) sensors also have a low dynamic range

10-6 106

adaptation range of our eyes

common real-world scenes

10-6 106

sensor



Our devices do not match the real world
• 10:1 photographic print (higher for glossy paper)

• 20:1 artist's paints

• 200:1 slide film

• 500:1 negative film

• 1000:1 LCD display

• 2000:1 digital SLR (at 12 bits)

• 100000:1 real world

Two challenges:

1. HDR imaging – which parts of the world to include to the 8-12 bits available to our device?

2. Tonemapping – which parts of the world to display in the 4-10 bits available to our device?



High dynamic range imaging



Key idea

1. Capture multiple LDR images at different exposures

2. Merge them into a single HDR image



Key idea
1. Capture multiple LDR images at different exposures

2. Merge them into a single HDR image



Ways to vary exposure
1. Shutter speed

2. F-stop (aperture, iris)

3. ISO

4. Neutral density (ND) filters

Pros and cons of each?



Ways to vary exposure
1. Shutter speed

– Range: about 30 sec to 1/4000 sec (6 orders of magnitude)
– Pros: repeatable, linear
– Cons: noise and motion blur for long exposure

2. F-stop (aperture, iris)
– Range: about f/0.98 to f/22 (3 orders of magnitude)
– Pros: fully optical, no noise
– Cons: changes depth of field

3. ISO
– Range: about 100 to 1600 (1.5 orders of magnitude)
– Pros: no movement at all
– Cons: noise

3. Neutral density (ND) filters
– Range: up to 6 densities (6 orders of magnitude)
– Pros: works with strobe/flash
– Cons: not perfectly neutral (color shift), extra glass (interreflections, aberrations), 

need to touch camera (shake)



Shutter speed

Note: shutter times usually obey a power series – each “stop” is a factor of 2

1/4, 1/8, 1/15, 1/30, 1/60, 1/125, 1/250, 1/500, 1/1000 sec

usually really is

1/4, 1/8, 1/16, 1/32, 1/64, 1/128, 1/256, 1/512, 1/1024 sec

Questions:

1. How many exposures?

2. What exposures?



Shutter speed

Note: shutter times usually obey a power series – each “stop” is a factor of 2

1/4, 1/8, 1/15, 1/30, 1/60, 1/125, 1/250, 1/500, 1/1000 sec

usually really is

1/4, 1/8, 1/16, 1/32, 1/64, 1/128, 1/256, 1/512, 1/1024 sec

Questions:

1. How many exposures?

2. What exposures?

Answer: Depends on the scene, but a good default is 5 exposures, 
metered exposure and +- 2 stops around that



Key idea
1. Capture multiple LDR images at different exposures

2. Merge them into a single HDR image



The image processing pipeline

The sequence of image processing operations applied by the camera’s image signal 
processor (ISP) to convert a RAW image into a “conventional” image.

analog front-
end

RAW image 
(mosaiced, 

linear, 12-bit)
white 

balance
CFA 

demosaicing
denoising

color 
transforms

tone 
reproduction

compression
final RGB 

image (non-
linear, 8-bit)



The image processing pipeline

The sequence of image processing operations applied by the camera’s image signal 
processor (ISP) to convert a RAW image into a “conventional” image.

analog front-
end

RAW image 
(mosaiced, 

linear, 12-bit)
white 

balance
CFA 

demosaicing
denoising

color 
transforms

tone 
reproduction

compression
final RGB 

image (non-
linear, 8-bit)



RAW images have a linear response curve

Calibration chart can be used for:

1. color calibration

2. radiometric calibration (i.e., response curve) using the bottom row

when not over/under exposed

No need for calibration in this case



Over/under exposure

in shadows we are 
limited by noise

in highlights we are 
limited by clipping



RAW (linear) image formation model

Exposure time:
t5 t4 t3 t2 t1

Real scene radiance for image pixel (x,y):    L(x, y) 

What is an expression for the image I(x,y) as a function of L(x,y)?



RAW (linear) image formation model

Exposure time:
t5 t4 t3 t2 t1

Real scene radiance for image pixel (x,y):    L(x, y) 

What is an expression for the image Ilinear(x,y) as a function of L(x,y)?

Ilinear(x,y) = clip[ ti ⋅ L(x,y) + noise ]

How would you merge these images into an HDR one?



Merging RAW (linear) exposure stacks

t5 t4 t3 t2 t1

For each pixel:

1. Find “valid” images

2. Weight valid pixel values appropriately

3. Form a new pixel value as the weighted average of valid pixel values

How would you 
implement steps 1-2?



Merging RAW (linear) exposure stacks

t5 t4 t3 t2 t1

For each pixel:

1. Find “valid” images

2. Weight valid pixel values appropriately

3. Form a new pixel value as the weighted average of valid pixel values

(noise) 0.05 < pixel < 0.95 (clipping)

valid

noise

clipped



Merging RAW (linear) exposure stacks

t5 t4 t3 t2 t1

For each pixel:

1. Find “valid” images

2. Weight valid pixel values appropriately

3. Form a new pixel value as the weighted average of valid pixel values

(noise) 0.05 < pixel < 0.95 (clipping)

(pixel value) / ti



Merging result (after tonemapping)



The image processing pipeline

The sequence of image processing operations applied by the camera’s image signal 
processor (ISP) to convert a RAW image into a “conventional” image.

analog front-
end

RAW image 
(mosaiced, 

linear, 12-bit)
white 

balance
CFA 

demosaicing
denoising

color 
transforms

tone 
reproduction

compression
final RGB 

image (non-
linear, 8-bit)



Processed images have a non-linear response curve

Calibration chart can be used for:

1. color calibration

2. radiometric calibration (i.e., response curve) using the bottom row

We must calibrate the response curve



The image processing pipeline

Which part of the pipeline does the non-linear response curve correspond to?

analog front-
end

RAW image 
(mosaiced, 

linear, 12-bit)
white 

balance
CFA 

demosaicing
denoising

color 
transforms

tone 
reproduction

compression
final RGB 

image (non-
linear, 8-bit)



The image processing pipeline

Which part of the pipeline does the non-linear response curve correspond to?
• The tone reproduction (mostly).

analog front-
end

RAW image 
(mosaiced, 

linear, 12-bit)
white 

balance
CFA 

demosaicing
denoising

color 
transforms

tone 
reproduction

compression
final RGB 

image (non-
linear, 8-bit)



Non-linear image formation model
Real scene radiance for image pixel (x,y): L(x, y)

How would you merge the non-linear images into an HDR one?

Exposure time: ti

Ilinear(x,y) = clip[ ti ⋅ L(x,y) + noise ]

Inon-linear(x,y) = f[ Ilinear(x,y) ]



Non-linear image formation model
Real scene radiance for image pixel (x,y): L(x, y)

Use inverse transform to estimate linear image, then proceed as before

Exposure time: ti

Ilinear(x,y) = clip[ ti ⋅ L(x,y) + noise ]

Inon-linear(x,y) = f[ Ilinear(x,y) ] Iest(x,y) = f-1[ Inon-linear(x,y) ]



Linearization

Inon-linear(x,y) = f[ Ilinear(x,y) ]

Iest(x,y) = f-1[ Inon-linear(x,y) ]



Merging non-linear exposure stacks

1. Calibrate response curve

2. Linearize images

For each pixel:

3. Find “valid” images

4. Weight valid pixel values appropriately

5. Form a new pixel value as the weighted average of valid pixel values

(noise) 0.05 < pixel < 0.95 (clipping)

(pixel value) / ti

Note: many possible weighting schemes



Many possible weighting schemes
“Confidence” that pixel is noisy/clipped

You will see more in Homework 4



Relative vs absolute radiance
Final fused HDR image gives radiance only up to a global scale
• If we know exact radiance at one point, we can convert relative HDR 

image to absolute radiance map

HDR image 
(relative radiance)

spotmeter (absolute 
radiance at one point)

absolute 
radiance map



Basic HDR approach

1. Capture multiple LDR images at different exposures

2. Merge them into a single HDR image

Any problems with this approach?



Basic HDR approach

1. Capture multiple LDR images at different exposures

2. Merge them into a single HDR image

Problem: Very sensitive to movement

• Scene must be completely static

• Camera must not move

Most modern automatic HDR solutions include an alignment step before merging exposures



How do we store HDR images?

• Most standard image formats store integer 8-bit images
• Some image formats store integer 12-bit or 16-bit images
• HDR images are floating point 32-bit or 64-bit images



How do we store HDR images?
Use specialized image formats for HDR images

sign exponent mantissa

portable float map (.pfm)
• very simple to implement

red green blue exponent

32 bits

Radiance format (.hdr)
• supported by Matlab

sign exponent mantissa

OpenEXR format (.exr)
• multiple extra features



Another type of HDR images
Light probes: place a chrome sphere in the scene and capture an HDR image
• Used to measure real-world illumination environments (“environment maps”)

Application: image-
based relighting 

(later lecture)



Another way to create HDR images

Physics-based renderers simulate radiance maps 
(relative or absolute)

• Their outputs are very often HDR images



Tonemapping



How do we display our HDR images?

10-6 106

adaptation range of our eyes

common real-world scenes

10-6 106
image

10-6 106

HDR image

10-6 106
display



Linear scaling
Scale image so that maximum value equals 1

Can you think of 
something better?



Photographic tonemapping

Apply the same non-linear scaling to all pixels in the image so that:
• Bring everything within range → asymptote to 1
• Leave dark areas alone → slope = 1 near 0

(exact formula more complicated)

HDR

HDR

display
I

I
I




1

• Photographic because designed to approximate film zone system
• Also perceptually motivated



Examples



Examples

photographic 
tonemapping

linear scaling 
(map 10% to 1)



Compare with LDR images



Dealing with color

If we tonemap all channels the same, colors are washed out

Can you think of a way to deal with this?



Intensity-only tonemapping

tonemap
intensity

How would you implement this?

leave color 
the same



Comparison

Color now OK, but some details are washed out due to loss of contrast

Can you think of a way to deal with this?



Low-frequency intensity-only tonemapping

tonemap low-frequency 
intensity component

How would you implement this?

leave color the same

leave high-frequency 
intensity component 

the same



Comparison

We got nice color and contrast, but now we’ve run into the halo plague

Can you think of a way to deal with this?



The bilateral filtering solution

input

bilateral filter kernel

*

*

*

output

Do not blur if there is an edge! How does it do that?



Tonemapping with bilateral filtering



Comparison

We fixed the halos without losing contrast





Gradient-domain merging and tonemapping

Compute gradients, scale and merge them, then integrate (solve Poisson problem)



Gradient-domain merging and tonemapping



Comparison (which one do you like better?)

photographic bilateral filtering gradient-domain



Comparison (which one do you like better?)

bilateral filtering gradient-domain



Comparison (which one do you like better?)

There is no ground-truth
• which one looks better 

is entirely subjective

bilateral filtering gradient-domain



Tonemapping for a single image
Modern DSLR sensors capture about 3 stops of dynamic range
• tonemap single RAW file instead of using camera’s default rendering

result from image 
processing pipeline 

(basic tone 
reproduction)

tonemapping using 
bilateral filtering (I 

think)



Tonemapping for a single image
Modern DSLR sensors capture about 3 stops of dynamic range
• tonemap single RAW file instead of using camera’s default rendering

Careful not to “tonemap” noise
• why is this not a problem 

with multi-exposure HDR?



Some notes about HDR and tonemapping



A note of caution

• HDR photography can produce very visually compelling results









A note of caution

• HDR photography can produce very visually compelling results

• It is also a very routinely abused technique, resulting in awful results











A note of caution

• HDR photography can produce very visually compelling results

• It is also a very routinely abused technique, resulting in awful results

• The problem is tonemapping, not HDR itself



A note about HDR today

• Most cameras (even phone cameras) 
have automatic HDR modes/apps

• Popular-enough feature that phone 
manufacturers are actively competing 
about which one has the best HDR

• The technology behind some of those apps 
(e.g., Google’s HDR+) is published in 
SIGGRAPH and SIGGRAPH Asia conferences
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