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a range of wavelengths, �. We can thus describe a color
image as a 3D function, P (�, �, �). Motion pictures
record how the incident light changes with time t, adding
another dimension to our function, which becomes 
P (�, �, �, t). 

Most of the photographic imagery we view today—cin-
ema and television—records and reproduces light across
all of these dimensions, providing an even more compelling
experience of scenes from other times and places.

Recording how scenes transform incident illumination into radiant light is an active topic 

in computational photography. Such techniques are making it possible to create virtual

images of a person or place from new viewpoints and in any form of illumination.

Paul Debevec
USC Centers for Creative Technologies

T he first photograph (Figure 1) sits in an oxygen-
free protective case at the Harry Ransom Cen-
ter at the University of Texas at Austin. Its
image is faint enough that discerning the roofs
of Joseph Nicéphore Niépce’s farmhouses

requires some effort. 
That same effort, however, reveals a clear and amaz-

ing truth: Through the technology of photography, a
pattern of light crossing a French windowsill in 1826 is
re-emitted thousands of miles away nearly
two centuries later. Not surprisingly, this abil-
ity to provide a view into a different time and
place has come to revolutionize how we com-
municate information, tell stories, and docu-
ment history.

DIGITAL IMAGING
In digital imaging terminology, we would

think of the first photograph as a 2D array of
pixel values, each representing the amount of
light arriving at the camera from a particular
angle. If we index the pixel values based on
the horizontal (�) and vertical (�) components
of this angle, we can express the photograph
as a 2D function, P (�, �). 

Modern photographic techniques have
made it possible to capture considerably more
information about the light in a scene. Color
photography records another dimension of
information: the amount of incident light for

Virtual Cinematography:
Relighting through
Computation

Figure 1.The first photograph, Joseph Nicéphore Niépce, 1826.

Source: http://palimpsest.stanford.edu/byorg/abbey/an/an26/an26-3/

an26-307.html.
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Many innovations in image recording technology
receiving increased interest today provide ways of cap-
turing P (�, �, �, t) with greater resolution, range, and
fidelity. For example, high dynamic range (HDR) imag-
ing techniques increase the range of values that are
recorded within P, accurately capturing the millions-to-
one range brightness from a dimly lit interior to staring
into the bright sun. Panoramic and omnidirectional 
photography1 increase the range of � and � that are
recorded, in some cases capturing the entire sphere of
incident light. Large-format photography systems such
as Graham Flint’s Gigapxl Project dramatically increase
angular resolution, achieving tens of thousands of inde-
pendent samples across � and �. Multispectral and
hyperspectral photography, respectively, increase the res-
olution and range recorded in �, and high-speed pho-
tography increases the resolution in t.

As we consider what the future of digital photogra-
phy might bring, we might ask what other dimensions
of information about a scene we could consider captur-
ing. In 1991, E.H. Adelson and J.R. Bergen2 presented
a mathematical description of the totality of light within
a scene as the seven-dimensional plenoptic function P:

P = P (x, y, z, �, �, �, t)

The last four dimensions of this function are familiar,
representing the azimuth, inclination, wavelength, and
time of the incident ray of light in question, as Figure 2
shows. The additional three dimensions (x, y, z) denote
the 3D position in space at which the incident light is
being sensed. In the case of the first photograph, (x, y, z)
would be fixed at the optical center of Niépce’s rudimen-
tary camera. 

Tantalizingly, this simple function contains within it
every photograph that could ever have possibly been
taken. If it were possible to query the plenoptic function
with the appropriate values of x, y, z, �, �, �, and t, it
would be possible to construct brilliant color images (or
movies) of any event in history.

VIRTUAL CONTROL OF THE VIEWPOINT
Recording variation in the spatial dimen-

sions of the plenoptic function allows scenes 
to be recorded three-dimensionally. Stereo
photography captures two image samples in 
(x, y, z) corresponding to the positions of a
left and right camera. Since this matches the
form of the imagery that our binocular visual
system senses, it can reproduce the sensation
of a 3D scene for a particular point of view.

QuickTime VR panoramas allow virtual
control the field of view by panning and 
zooming in a panoramic image, exploring 
different ranges of � and � but staying at the
same viewpoint (x, y, z). In 1995, Leonard
McMillan and Gary Bishop presented a sys-

tem for interpolating between panoramic images taken
from different viewpoints to create the appearance of
virtual navigation through a scene.3

Light field photography uses an array of cameras to
record a scene from a planar 2D array of viewpoints dis-
tributed across x and y for a fixed z.4 If the cameras are
clear of obstructions, we can infer values of the plenop-
tic function at other z positions by following these rays
forward or backward in the direction (�, �) to where the
light was sensed at the x-y plane.5

By recording such data, it becomes possible to virtually
construct any desired viewpoint of a scene after it has been
filmed. As such techniques mature—and if display tech-
nology makes similar advances6—future observers may
be able to enjoy 3D interactive views of sports matches,
family gatherings, and tours of the great sites of the world.

This rich line of photographic advances, each record-
ing a greater dimensionality of the light within a scene,
has progressively brought a greater sense of “being there”
in a scene or that the photographed subject is in some
way present within our own environment. Nonetheless,
a photographic image—even a 3D, omnidirectional, high-
resolution motion picture—shows a scene only the way
it was at a particular time, the way things happened, in the
illumination that happened to be there. 

If it were somehow possible to record the scene itself,
rather than just the light it happened to reflect, there
would be a potential to create an even more complete
and compelling record of people, places, and events. In
this article, we focus on a particular part of this prob-
lem: Is there a way to record a subject or scene so that we
can later produce images not just from every possible
viewpoint, but in any possible illumination?

VIRTUAL CONTROL OF ILLUMINATION
Recording a scene so that its illumination can be cre-

ated later has potential applications in a variety of dis-
ciplines. With virtual relighting, an architect could
record a building to visualize it under a proposed night-
time lighting design or capture a living room’s response

Figure 2. Geometry of the plenoptic function and the reflectance field.
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to light to see how its appearance would change if an
apartment complex were built across the street. An
archaeologist could compare digital records of artifacts
as if they were sitting next to each other in the same 
illumination, a process difficult to perform with stan-
dard photographs. 

Some of the most interesting virtual relighting appli-
cations are in the area of filmmaking. A small crew could
capture a real-world location to use it as a virtual film
set, and the production’s cinematographer could light
the set virtually. Then, actors filmed in a studio could be
composited into the virtual set, their lighting being vir-
tually created to make them appear to reflect the light of
the environment and further shaped by the cinematog-
rapher for dramatic effect. 

Virtually changing the lighting in a scene is a more
complex problem than virtually changing the viewpoint.
Even recording the entire 7D plenoptic function for a
scene reveals only how to construct images of the scene
in its original illumination. If we con-
sider a living room with three lamps,
turning on any one of the lamps will
give rise to a different plenoptic func-
tion with remarkably different high-
lights, shading, shadows, and re-
flections within the room. 

To achieve virtual control of the
illumination in the room—that is, to
generate images of the room as it
would appear with any set of light
sources positioned anywhere in the
room—it seems that we would need to capture every
possible plenoptic function the room could exhibit. Since
capturing just one plenoptic function requires complex
instrumentation and a significant amount of data, this is
a challenging proposition.

At this point, a fact from physics comes to our aid:
Light is additive. This means that if we want to show
the appearance of the living room from a particular
viewpoint under any of the 23 combinations of the three
lamps being on, we only need to take three basis images,
with one lamp on in each image. To generate an image
with any set of the lights on, we can simply add together
the pixel values of the corresponding single-light images,
producing a result accurate to within the measurement
error of the sensor. 

Going further, we can predict the scene’s appearance
if one of the lights were twice as bright by adding that
light’s image twice to the sum. We can even simulate the
effect of changing the color of one of the light sources by
scaling the color channels of the basis images before
adding them together. In 1992, Paul Haeberli used this
technique to show a scene with blue light coming from
one direction and red light coming from another by tint-
ing two images lit by white light sources and then adding
them together.7 This is good news for being able to sim-

ulate arbitrary lighting conditions in a scene, since we
only need to capture the scene in a set of basis lighting
conditions that span the space of the lighting conditions
of interest. In 1995, Julie Dorsey and colleagues sug-
gested this technique in the context of computer-ren-
dered imagery to efficiently visualize potential theatrical
lighting designs.8

We should now ask which set of basis lighting condi-
tions will allow us to simulate any possible pattern of illu-
mination in the scene. Since we would like to place lights
at any (x, y, z) position, we might suppose that our basis
set of recorded plenoptic functions should consist of a set
of images of the scene, each with an omnidirectional light
source (such as a tiny lightbulb) at a different (x, y, z)
position, densely covering the space. However, this light-
ing basis would not allow us to simulate how a directed
spotlight would illuminate the scene, since no summation
of omnidirectional light source images can produce a pat-
tern of light aimed in a particular direction. 

Thus, our basis must include vari-
ance with respect to lighting direc-
tion as well, and we should choose
our basis light sources to be single
rays of light, originating at (x, y, z)
and emitting in direction (�, �). From
such a set of rays, we can construct
any possible lighting environment
consisting of any number of artificial
lights, natural illumination from the
sun and sky, or indirect light from
other surfaces around the scene.

We can see that the space of incident illumination
begins to resemble the 7D plenoptic function itself.
Indeed, to be general, we must also consider the incident
ray of light’s wavelength � and its time of emission t.
Considering these seven dimensions together, for both
an incident ray of light Li and the plenoptic function of
radiant light Lr it produces, yields a 14D version of the
reflectance field R:9

R = R (Li; Lr) = 
R (xi, yi, zi, �i, �i, ti, �i; xr, yr, zr, �r, �r, tr, �r)

We can imagine recording this function using a laser
pointer emitting light at a controllable wavelength �i and
a tiny light sensor with a narrow opening recording light
at a controllable wavelength �r. If we place the laser
pointer in our scene such that its opening is at (xi, yi, zi)
aimed toward (�i, �i), emitting a short pulse of light at
time ti, then R would be the amount of energy recorded
by our sensor placed at (xr, yr, zr) receiving light from
direction (�r, �r) at time tr. If such a data set could be cap-
tured for a real scene, it would be possible to perform
both of the principal aspects of cinematography—mak-
ing camera and lighting choices—as a virtual postpro-
duction process. However, capturing this function
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exhaustively even for a limited
region of space is much more
daunting than capturing just 
a single plenoptic function,
and conjures images of robotic
armatures moving lasers and
sensors throughout a scene,
recording terabytes upon ter-
abytes of information.

Fortunately, a few reason-
able simplifications make the
reflectance field more tract-
able. One is that light pro-
jected into the scene at wave-
length �i usually stays the
same wavelength as it reflects
and scatters within the scene
—a fact that is generally true
in the absence of fluorescent
materials. Another simplifica-
tion is that light emitted at
time ti will arrive at essentially
the same time at the sensor—
a reasonable approximation
for human-scale scenes and
timescales. 

Each of these simplifications
eliminates one dimension of
information (�i and ti, respec-
tively) from the function. A
curious fact about this func-
tion is that if the positions of
the light emitter and the light
sensor were transposed, the
same amount of energy would
be recorded, regardless of the
scene’s complexity—a phe-
nomenon known as Helmholtz
reciprocity. However, while
this fact theoretically halves
the amount of information
present in R, it does not reduce
its dimensionality.

Projects to date that capture
scenes so that both lighting and
viewpoint can be chosen virtu-
ally make additional assump-
tions so that the acquisition
process is tractable. One such
project undertaken by our lab-
oratory films human perfor-
mances so that their lighting
can be designed in postpro-
duction, and another records 
a relightable model of an en-
tire outdoor environment.

Figure 3. The Light Stage 5 performance relighting process. (a) A sphere of 156 white 

LED light sources surrounds the actor as a microcontroller changes the lighting direction

several thousand times per second. A high-speed digital video camera captures the actor’s

appearance under each lighting direction. (b) 156 consecutive high-speed frames of the

actor’s performance captured in just 1/24th of a second, each showing a different basis

lighting direction. (c) The actor’s performance synthetically illuminated by two real-world

lighting environments (Grace Cathedral, top; the Uffizi Gallery, middle) and a synthetic

lighting environment (below) formed as linear combinations of the basis lighting directions.

(a)

(b)

(c)



Each project makes different
assumptions to achieve a use-
ful result for its subject.

RELIGHTING A HUMAN
PERFORMANCE

The first example is a tech-
nique for relighting human
performances.10 The Light
Stage 5 apparatus shown in
Figure 3 is a 2-meter sphere of
156 white LED light sources
that surround an actor. The
LED lights are controlled by 
a microcontroller that can
change the lighting direction
thousands of times per sec-
ond, fast enough that the illu-
mination appears as a flut-
tering sphere of light rather
than sequential lighting direc-
tions. Filming the actor with 
a synchronized high-speed
video camera yields a stream
of images under the repeat-
ing sequence of 156 lighting
directions, with each complete
sequence taking just 1/24th of
a second to capture.  

The data captured with this
setup spans six dimensions of the 14D reflectance field.
There is just one camera viewpoint, fixing (xr, yr, zr), but
each image in the sequence spans a field of view in (�r, �r).
If we consider the lights to be distant from the face, we can
consider each light to represent a unique lighting direction
in (�i, �i). However, since the lights project over the whole
face (rather than projecting single points with single rays),
there is no spatial variation in the illumination, eliminat-
ing variability across (xi, yi, zi). 

We further assume there is no fluorescence (eliminat-
ing the need to consider �i independently of �r, which
allows us to light the subject simultaneously with all
wavelengths of visible light) and that light travels instan-
taneously (eliminating the need to consider ti indepen-
dently of tr). Variability of the reflectance field in time tr

is effectively captured 24 times per second—the frame
rate of motion pictures—and variability with wavelength
�r is captured in the image sensor’s red, green, and blue
color channels. Thus, the dimensions in which variabil-
ity in the reflectance field is recorded can be written:

R� = R� (�i, �i; �r, �r, tr, �r)

From this data, we can show how the actor’s perfor-
mance would appear under any number of lighting con-
ditions by summing scaled and tinted versions of the

basis images. Each of the images in Figure 4 was formed
by adding together two or more of the basis lighting
directions for a particular moment of an actor’s perfor-
mance, with each basis light chosen to represent an inter-
esting key, fill, or rim light direction. The significant
changes in the actor’s appearance across this range of
illumination give evidence of the rich information con-
tained in a relightable image data set. In Figure 3c, a dif-
ferent actor’s performance is illuminated by adding
together all 156 images, with the color channels of each
image scaled according to the color and intensity of the
incident illumination of three different lighting envi-
ronments. The first two results show the actor as she
would appear standing inside Grace Cathedral in San
Francisco or in the Uffizi Gallery in Florence, Italy, based
on actual illumination recorded at these locations.

While this relighting technique produces realistic
results for light from a distant environment, it does not
simulate how the actor would appear in dappled light or
in partial shadow. However, such spatially varying illu-
mination is frequently used in cinematography for dra-
matic effect: placing uneasy focus on a character by
casting brighter light across the eyes, or showing a char-
acter lit through Venetian blinds as a foreboding visual
in film noir. To perform such relighting by recombining
captured data, we would need to capture spatial light-
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Figure 4. A frame from a performance by actor Chris Carmack, directed by Randal Kleiser, vir-

tually rendered with nine different lighting configurations.
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ing variation across (xi, yi, zi), returning us to the imprac-
tical situation of needing to capture the effect of inci-
dent illumination one ray of light at a time.

Fortunately, we can approximate the effect of spatially
varying illumination by virtually lighting each pixel of
the face as if in a different lighting environment based on
where it lies within the desired virtual field of illumina-
tion. This requires knowing the 3D position of each
pixel in each frame of the performance, which can be
determined by performing a 3D scan of the actor’s 
geometry for each frame.11

As Figure 5 illustrates, we have done this using a 
high-speed video projector from Fakespace Labs to pro-
ject a series of structured illumination patterns onto the
actor, interleaved with the light stage’s basis lighting con-
ditions. We use the appearance of each pixel under the
series of stripe patterns to triangulate its 3D position and
produce a surface model of each frame of the performance,
shown in Figure 5b. From this geometry, we illuminate
each pixel as if it were receiving different environmental
illumination. Figure 5c shows a frame of a performance
synthetically illuminated as if in a room with the sun
streaming through Venetian blinds, and Figure 5d shows
the performance illuminated as if in a cathedral with 
projected light from a stained glass window.

Recent work in our laboratory has
endeavored to advance beyond two
remaining limitations of this relight-
ing process. One advance has been to
apply the relighting process to full-
body performances, for which we
have constructed Light Stage 6, the 8-
meter dome seen in Figure 6a, which
evenly focuses LED illumination over
a person standing at the center. 

The other advance has been to
include virtual control of the camera
viewpoint, recording variation across
the dimensions of (xr, yr, zr). We have
achieved this result for the special
case of cyclic human motion such as
walking and running by filming the
actor on a rotating treadmill with a
vertical 1D array of high-speed cam-
eras.12 As the actor walks and rotates,
the cameras effectively record the
locomotion cycle for a circle of hor-
izontally spaced viewpoints as well.
Using a combination of view inter-
polation and light field rendering, the
actor’s motion can be rendered from
any (xr, yr, zr) point of view as well as
illuminated by any virtual lighting
environment. Figure 6b shows a
frame from an animation that used
this technique to virtually render 

several instances of a running subject in the courtyard 
at the Doge’s Palace in Venice.

RELIGHTING A LARGE ENVIRONMENT
The light stage technique is a useful process for cap-

turing relightable imagery of people, and parts of this
process have been used to create relightable digital stunt
doubles of the main characters in motion pictures such
as Spider-Man 2, King Kong, and Superman Returns.
Similar techniques have been used to capture relightable
representations of human-scale objects such as archae-
ological artifacts as well. However, a different technique
must be used to record a relightable representation of
an outdoor environment, since constructing a light stage
large enough to contain such a scene would be imprac-
tical. Recently, we addressed this problem in the con-
text of capturing a relightable model of the Parthenon
in Athens.13

To solve this problem, we photographed the Parthenon
from different positions (xr, yr, zr) in different natural
lighting conditions (�i, �i), each providing samples of the
scene’s radiant plenoptic function Lr under that lighting.
Each time we took such a photograph, we simultane-
ously captured an image of the incident illumination Li

,

using the light probe device shown in Figure 7a, which

Figure 5. Simulating spatially varying illumination on an actor’s performance. (a) The

actor is lit by a structured illumination pattern from a high-speed video projector. (b)

A geometric model is derived for a frame of the performance. (c) The actor is virtually

illuminated as if in a room with sunlight streaming through Venetian blinds. (d) The

actor is virtually illuminated as if in a cathedral with light projected from a stained

glass window.

(a) (c)

(b) (d)



records the full dynamic range of the sky’s
illumination across (�i, �i).

We then used a time-of-flight laser scan-
ner to measure the 3D surface model
shown in Figure 7b, and we assumed as an
initial estimate that the Parthenon model’s
surface reflectance properties were a neu-
tral diffuse color. We then used the Arnold
physically based lighting simulation pro-
gram to render virtual images of the model
as it would appear from the viewpoint in
our photograph Lr, using the captured illu-
mination Li as the virtual light in each ren-
dering. Since the scene geometry, camera
viewpoint, and incident illumination were
matched in each photograph-rendering
pair, pixel value discrepancies were taken
to be errors in the virtual model’s re-
flectance properties as compared to those
of the real scene. We used these discrepan-
cies to iteratively adjust the model’s surface
reflectance properties—brightening the sur-
faces that appeared too dark in the ren-
derings and darkening those that appeared
too bright. 

After a few iterations of such adjust-
ments, this produced a virtual 3D model
of the Parthenon which, when illuminated
with any of the captured lighting environ-
ments Li, accurately reproduced the real
Parthenon’s appearance under that light as
recorded in the photograph Lr.

Capturing a relightable representation of
the Parthenon in this way required making
significant assumptions about its reflectance
field. Specifically, we assumed that light
reflection happened at solid surface bound-
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Figure 6.The Light Stage 6 performance relighting system. (a) A running subject

is recorded in Light Stage 6, an 8-meter sphere that captures dynamic subjects

under a wide array of viewing and lighting directions. (b) Several instances 

of the runner are rendered into a photographed environment, each with its

viewpoint and illumination chosen to be consistent with the virtual scene.

Figure 7. Capturing the lighting and geometry of the Parthenon. (a) A light probe device records incident lighting conditions near

the base of the temple. (b) A 3D surface model of the scene geometry obtained using 3D laser scanning.

(a) (b)

(a)

(b)
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aries (that is, at the scanned 3D geometry) and that the
surface reflectance effects were well-characterized by rel-
atively diffuse (rather than shiny) materials. Nonetheless,
the model realistically depicts the Parthenon as it would
appear under essentially any new lighting conditions. 

Figure 8a shows a virtual rendering of the Parthenon
lit by a dramatic sky photographed on the roof of our
institute in Marina del Rey, California. The inset shows
the high dynamic range illumination data set, shot as an
HDR fisheye image. Figure 8b was created by placing
virtual spotlights in the scene, visualizing a potential
nighttime lighting design.

LOOKING TO THE FUTURE
Recording how scenes transform incident illumina-

tion into radiant light is an active topic in computational
photography. Much of the work focuses on designing
more advanced basis illumination conditions to acquire

the reflectance field more efficiently and
completely. 

Yoav Schechner and colleagues explore
how using basis illumination conditions
with more than one light element on at a
time can record reflectance field data with
an improved signal-to-noise ratio.14 Pieter
Peers and Philip Dutré analyze how a scene
reflects patterns of wavelet noise from a
video projector, and by assuming that the
scene’s reflectance field is not noisy, esti-
mate the scene reflectance with a substan-
tially reduced number of lighting condi-
tions.15 Pradeep Sen and colleagues use the
reciprocity principle of light transport to
capture reflectance interchangeably with
both projectors and cameras, and they ana-
lyze the captured data while it is being
recorded to adaptively focus on the scene’s
most significant reflectance information.16

Some of the most interesting future work
might endeavor to analyze data from
reflectance fields—recorded from light gen-
erated and sensed at the periphery of the
scene—to infer how each infinitesimal
region within the scene reflects and scatters
illumination. Such a scattering field will
describe the scene’s reflectance more com-
pactly as a volumetric data set of local light
interaction, maintaining generality, in a
manner that is closer to representing the
matter of the scene itself.

T here is something new and exciting in
the ability to record relightable imagery
of people, objects, and environments.

Instead of having just photographs—views
into the past of how a subject once was—we have a rep-
resentation which we can relight and reinterpret in a new
creative vision, and taking a step closer to preserving the
subject itself. While the importance of these new tech-
niques can never rival the original impact of photography,
the quality of seeing a person’s face, virtually reflecting the
light of a place she has never been to, must channel a small
and distant echo of the magic in the first photograph. ■

Animated movies from the projects shown in this article
can be found at http://gl.ict.usc.edu/research/LS5/ and
www.debevec.org/Parthenon.
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