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Michel Gondry train video

http://youtube.com/watch?v=qUEs1BwVXGA

http://youtube.com/watch?v=qUEs1BwVXGA


Weather Forecasting for DummiesÊ 

Letôs predict weather:

ÅGiven todayôs weather only, we want to know tomorrowôs

ÅSuppose weather can only be {Sunny, Cloudy, Raining}

The ñWeather Channelò algorithm:

ÅOver a long period of time, record:

ïHow often S followed by R

ïHow often S followed by S

ïEtc. 

ÅCompute percentages for each state: 

ïP(R|S), P(S|S), etc.

ÅPredict the state with highest probability!

ÅItôs a Markov Chain
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Markov Chain

What if we know today and yestardayôs weather?



Text Synthesis

[Shannon,ô48] proposed a way to generate 

English-looking text using N-grams:

ÅAssume a generalized Markov model

ÅUse a large text to compute prob. distributions of 

each letter given N-1 previous letters 

ÅStarting from a seed repeatedly sample this Markov 

chain to generate new letters 

ÅAlso works for whole words

WE  NEED TO EAT CAKE



Mark V. Shaney (Bell Labs)

Results (using alt.singles corpus):

ÅñAs I've commented before, really relating to 

someone involves standing next to 

impossible.ò

ÅñOne morning I shot an elephant in my arms 

and kissed him.ò

ÅñI spent an interesting evening recently with 

a grain of saltò

ˉ 



Video Textures
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Still photos



Video clips



Video textures



Problem statement

video clip video texture



Our approach

ÅHow do we find good transitions?



Finding good transitions 

ÅCompute L2 distance Di, j between all 

frames

Similar frames make good transitions 

frame ivs.

frame j



Markov chain representation
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Similar frames make good transitions 



Transition costs 

ÅTransition from i to j if successor of i is similar 

to j

ÅCost function: Ci j = Di+1, j

Å i

j

i+1

j-1

i j Di+1, j



Transition probabilities

ÅProbability for transition Pi j inversely related 

to cost:
ÅPi j ~ exp ( ïCi j / 2 )

high low 



Preserving dynamics



Preserving dynamics 



Preserving dynamics 

ÅCost for transition i j

ÅCi j =         wk Di+k+1, j+k
k  =  -N

N -1

i

j j+1

i+1 i+2

j-1j-2

i jDi, j-1 D Di+1, j i+2, j+1

i-1

Di-1, j-2



Preserving dynamics ïeffect 

ÅCost for transition i j

ÅCi j =         wk Di+k+1, j+k
k  =  -N

N -1
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Dead ends

ÅNo good transition at the end of sequence 
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Future cost

ÅPropagate future transition costs backward

ÅIteratively compute new cost

ÅFi j = Ci j + mink Fj k
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ÅPropagate future transition costs backward

ÅIteratively compute new cost

ÅFi j = Ci j + mink Fj k

ÅQ-learning

Future cost



Future cost ïeffect



Finding good loops

ÅAlternative to random transitions

ÅPrecompute set of loops up front



Video portrait

ÅUseful for web pages



Region-based analysis

ÅDivide video up into regions

ÅGenerate a video texture for each region



Automatic region analysis



User selects target frame range

User-controlled video textures

slow variable fast



Video-based animation

ÅLike sprites

computer games

ÅExtract sprites

from real video

ÅInteractively control  

desired motion
©1985 Nintendo of America Inc.



Video sprite extraction

blue screen matting
and velocity estimation



Ci j   =   +  angle  Ci j

vector to
mouse pointer

Similarity term Control term

velocity vector

Animation
{ {

Video sprite control

ÅAugmented transition cost:



Fi j
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Goal

Video sprite control

ÅNeed future cost computation

ÅPrecompute future costs for a few angles.

ÅSwitch between precomputed angles 

according to user input

Å[GIT-GVU-00-11]



Interactive fish



Summary 

ÅVideo clips video textures

Ådefine Markov process

Åpreserve dynamics

Åavoid dead-ends

Ådisguise visual discontinuities



Discussion 

ÅSome things are relatively easy



Discussion 

ÅSome are hard



ñAmateuròby Lasse Gjertsen

http://www.youtube.com/watch?v=JzqumbhfxRo

http://www.youtube.com/watch?v=JzqumbhfxRo


Texture

ÅTexture depicts spatially repeating patterns

ÅMany natural phenomena are textures

radishes rocks yogurt



Texture Synthesis

ÅGoal of Texture Synthesis: create new samples of 
a given texture

ÅMany applications: virtual environments, hole-
filling, texturing surfaces 



The Challenge

ÅNeed to model the whole 

spectrum: from repeated to 

stochastic texture

repeated

stochastic

Both?



Efros & Leung Algorithm

ÅAssuming Markov property, compute P(p|N(p))

ïBuilding explicit probability tables infeasible 

p

Synthesizing a pixel

non-parametric

sampling

Input image

ïInstead, we search the input imagefor all similar 
neighborhoods ðthatôs our pdf for p

ïTo sample from this pdf, just pick one match at 
random



Some Details

ÅGrowing is in ñonion skinò order

ïWithin each ñlayerò, pixels with most neighbors are 

synthesized first

ïIf no close match can be found, the pixel is not 

synthesized until the end

ÅUsing Gaussian-weighted SSD is very important

ïto make sure the new pixel agrees with its closest 

neighbors

ïApproximates reduction to a smaller neighborhood 

window if data is too sparse



Neighborhood Window

input



Varying Window Size

Increasing window size


